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A novel mid-point upwind scheme for
fractional-order singularly perturbed
convection-diffusion delay differential

equation

N.A. Endrie*, and G.F. Duressa

Abstract

This study presents a numerical approach for solving temporal fractional-
order singularly perturbed parabolic convection-diffusion differential equa-
tions with a delay using a uniformly convergent scheme. We use the asymp-
totic analysis of the problem to offer a priori bounds on the exact solution
and its derivatives. To discretize the problem, we use the implicit Euler
technique on a uniform mesh in time and the midpoint upwind finite dif-
ference approach on a piece-wise uniform mesh in space. The proposed
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technique has a nearly first-order uniform convergence order in both spa-
tial and temporal dimensions. To validate the theoretical analysis of the
scheme, two numerical test situations for various values of ε are explored.

AMS subject classifications (2020): Primary 65L11; Secondary 65N12.

Keywords: Caputo–Fabrizio derivative operator, midpoint upwind scheme,
fractional-order differential equation, delay differential equation, singularly
perturbed problem.

1 Introduction

This work examines the singularly perturbed delay parabolic differential
equation involving fractional order in time

Lw(s, t) ≡Cf Dγ
t w(s, t)− ε

∂2w(s, t)

∂s2
+ a(s)

∂w(s, t)

∂s
+ b(s, t)w(s, t)

= −c(s, t)w(s, t− δ) + f(s, t), (s, t) ∈ Ω = (0, 1)× (0,T]

(1)

with w(s, t) = φb(s, t), for(s, t) ∈ [0, 1]× [−δ, 0],

w(0, t) = φl(t), w(1, t) = φr(t), for t ∈ (0,T),
(2)

where ε(0 < ε ≪ 1) is a singular perturbation parameter, δ is a delay pa-
rameter, and the Caputo–Fabrizio fractional derivative of order 0 < γ < 1

is denoted by CFDγ
t . The solution of the problem (1) possesses a boundary

layer of regular type at s = 1 of width O(ε) if a(s) ≥ β > 0, b(s, t) ≥ 0,

c(s, t) ≥ α > 0 and they are smooth and bounded on the domain Ω̄ = [0, 1]×
[0,T], and to avoid oscillations in the solution, we take b(s, t) + c(s, t) ≥ θ.

In contrast to its classical equivalents, a number of scientists and aca-
demics are showing the effectiveness of fractional derivative and integral op-
erators in analyzing and modeling real-world occurrences. Throughout re-
cent years, fractional calculus has been studied because it illustrates memory
quality. Time-fractional advection-diffusion equations, time-fractional Burg-
ers equations, and other models have been developed by applying fractional
partial differential equations to model problems in a wide range of fields,
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such as control theory, chemical physics, engineering, medicine, stochastic
processes, and biology [20, 38, 32].

Caputo fractional derivatives are employed to explain most mathematical
models for such systems. The main argument in favor of the Caputo frac-
tional derivative is that the beginning conditions have the same form as the
differential equations of integer order at time t = 0. On the other hand, the
Riemann–Liouville technique necessitates initial conditions that include the
limit values of the Riemann–Liouville fractional derivative at the initial time
t = 0. These criteria are not entirely apparent in terms of their physical
interpretation. On the contrary, the Riemann–Liouville fractional derivative
may give the Caputo fractional derivative with certain assumptions about
the regularity of the function [27]. To overcome the singularity of the kernel,
Caputo and Fabricio devised a new fractional derivative in response to these
difficulties and inconveniences. One of the intriguing characteristics of this
novel fractional derivative is the presence of an exponential kernel, which
can construct and characterize structures at various scales. Further benefits
are gained in certainly published journals using this new fractional derivative
operator for the analysis of the groundwater contamination problem, the non-
linear Fisher’s reaction-diffusion problem, and the magneto hydrodynamics
free convection flow [4, 19, 29].

Singularly perturbed delay differential equations (SPDDEs) are employed
to model physical problems that evolve based on both their current condition
and history. To make a model more realistic, it may be important to repre-
sent former system states in addition to the current state. Delay differential
equations (DDEs) are useful for describing time-dependent phenomena that
rely on a past state [11].

SPDDEs are used to model physical problems whose growth is controlled
not only by the system’s present state but also by its history. It is occasionally
required to comprise past states of the system rather than only the current
state in order to make the model more accurate. When the rate of change
of a time-dependent phenomenon is dependent on a preceding state, DDEs
play an important role in mathematical modeling [10]. The study of DDEs
has grown in popularity over the last several decades due to their numerous
applications in domains such as bio-sciences, control theory, economics, ma-
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terial science, medicine, robotics, and others; see Cooke [5], Diekmann et al.
[6], Driver [7], Norkin [26], Kolmanovskii, and Myshkis [15], Hale and Lunel
[13], Kolmanovskii and Nosov [16], Kuang [17]. There are various real-world
examples of DDEs in the works by Nelson and Perelson [25], Villasana and
Radunskaya [37], and Zhao [39].

Because the boundary layer exists in the singularly perturbed problem
solution, standard finite difference approaches produce unsuitable numerical
results. Various numerical algorithms have been devised to solve these prob-
lems, which require a technique known as a uniformly convergent method
independent of the perturbation parameter’s value. Fitted mesh and fitted
operator are the two most used numerical methods to construct a uniformly
convergent scheme. Fitted mesh approaches use a layer-adapted nonuni-
form mesh that is dense in the layer(s), whereas the fitted operator employs
an exponentially fitted scheme [31, 14]. However, this highlights the nu-
merical method’s computational inefficiency. When the number of mesh
points grows, the resulting algebraic system of equations may become ill-
conditioned. The shortcoming encourages the creation of a suitable numeri-
cal approach whose accuracy is independent of the perturbation parameter,
highlighting the key advantage of the proposed method [12].

The number of papers addressing numerical solutions to time-fractional
singularly perturbed ordinary differential equations (ODEs) and partial dif-
ferential equations (PDEs) is rather modest. Bijura [3] offered higher-order
asymptotic solutions for fractionally-order nonlinear singular perturbation
problems. Roop [30] solved fractional ODEs numerically using the finite el-
ement method. Al-Mdallal and Syam [1] applied the Pade approximation to
solve nonlinear singularly perturbed two-point boundary-value problems of
fractional order. Atangana and Goufo [2] extended the matched asymptotic
technique to address fractional-order boundary layer problems. Sayevand
and Pichaghchi [35] proposed a method to solve singularly perturbed ODEs
in their fractional-order boundary value problem. They defined the local
fractional derivative and expanded the matching asymptotic expansion tech-
nique using its properties. Sayevand and Pichaghchi [34] developed a linear
B-spline operational matrix with fractional derivatives for singularly per-
turbed ODEs and PDEs. Sahoo and Gupta [33] proposed a finite difference
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approach to tackle time-fractional, singularly perturbed convection-diffusion
problems. Kumar and Vigo-Aguiar [18] studied delay parabolic and time-
fractional SPDEs and created discretized time domains with uniform step
size and piece-wise-uniform Shishkin meshes in space domains.

To the best of our knowledge, the development and analysis of a numerical
scheme for the class of singularly perturbed fractional-order delay differential
equations under discussion is covered in only one publication in the literature
[18]. This paper aims to present and analyze a new class of midpoint upwind
finite difference methods using piece-wise uniform Shishkin mesh. By pre-
serving significant aspects of the corresponding continuous problems, these
techniques produce reliable numerical results.

The succeeding sections of the paper are organized as follows: Section 2
defines the preliminary concepts. Section 3 examines the continuous prob-
lem description, including its analytic solution and derivative behavior within
stated constraints. Section 4 presents a midpoint upwind numerical scheme
based on the Shishkin mesh developed. The method’s uniform convergence
analysis is discussed in Section 5. Section 6 details the numerical experimen-
tation conducted to validate theoretical results and demonstrate the accuracy
of the method. The final section provides a summary of the main conclusions
drawn in the paper.

2 Preliminaries

We now offer the definitions and approaches that are required for this study.

Definition 1 (Singularly-perturbed problem). [21] When the highest-order
derivative of a differential equation is multiplied by a small parameter ε
(where ε is the perturbation parameter, such that 0 < ε << 1), the equation
is considered singularly perturbed.

Definition 2 (Gamma function). [28] For a complex number z with real
part nonnegative (R(z) > 0), the gamma function is defined as

Γ(z) =

∫ ∞

0

xz−1e−xdx. (3)
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Definition 3 (Caputo fractional derivative operator). [28] For n ∈ N and
γ ∈ (n− 1, n), the Caputo fractional derivative of a function g(t) with lower
limit zero can be defined as

Dγ
0g(t) =

1

Γ(n− γ)

∫ t

0

g(n)(ξ)

(t− ξ)γ−n+1
dξ. (4)

Definition 4 (Caputo–Fabrizio Operator). [4] Considering fractional deriva-
tives with order γ > 0, a novel operator known as the Caputo–Fabrizio oper-
ator is defined as follows:

CFDγ
0,t(g(t)) =

L(γ)

1− γ

∫ t

0

g′(ξ) exp
[
−γ t− ξ

1− γ

]
dξ, (5)

where g ∈ H1(a, b), b > a, and L(γ) is the normalization functions (any
smooth positive function) such that L(0) = L(1) = 1. Moreover, we observe
that the aforementioned definition does not contain a singular kernel.

3 Properties of continuous problem

Assuming sufficiently smoothness of φl(t), φr(t), and φb(x, t) and satisfying
the following compatibility conditions at the corner points (0, 0), (1, 0) and
(0,−δ) as well as (1,−δ), the existence and uniqueness of the solution of
(1)–(2) can be established.  φb(0, 0) = φl(0),

φb(1, 0) = φr(0),
(6)

and 

dγφl

dγt

∣∣∣∣
t=0

− ε
∂2φb

∂x2

∣∣∣∣
(0,0)

+ a(0)
∂φb

∂x

∣∣∣∣
(0,0)

+ b(0, 0)φb(0, 0)

= −c(0, 0)φb(0,−δ) + f(0, 0),

dγφl

dγt

∣∣∣∣
t=0

− ε
∂2φb

∂x2

∣∣∣∣
(1,0)

+ a(1)
∂φb

∂x

∣∣∣∣
(1,0)

+ b(1, 0)φb(1, 0)

= −c(1, 0)φb(1,−δ) + f(1, 0).

(7)

Now, we will show that the operator L satisfies the maximum principle.
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Lemma 1 (Continuous maximum principle). Consider the function ϕ(s, t) ∈
C2(Ω) ∩ C0(Ω̄), with Lϕ(s, t) ≥ 0 in Ω and ϕ(s, t) ≥ 0, for all (s, t) ∈ Λ =

{0}× (0,T]∪{1}× (0,T]∪ [0, 1]× [−δ, 0]. Then ϕ(s, t) ≥ 0, for all (s, t) ∈ Ω̄.

Proof. Let us assume that there exists (ς, ι) ∈ Ω̄ with

ϕ(ς, ι) = min
(s,t)∈Ω̄

ϕ(s, t), and ϕ(ς, ι) < 0

With respect to these assumptions, we can deduce that (ς, ι) /∈ Λ, implying
that (ς, ι) ∈ Ω. Using the operator L on ϕ(s, t), we get

Lϕ(s, t) = Dγ
t ϕ(x, t)− εϕss(s, t) + a(s)ϕs(s, t) + b(s, t)ϕ(s, t),

At the point of minimum (ς, ι), we obtain

Lϕ((ς, ι)) = Dγ
t ϕ(ς, ι)− εϕss(ς, ι) + a(ς)ϕs(ς, ι) + b(ς, ι)ϕ(ς, ι).

The function ϕ has minima at the point (ς, ι), so Dγ
t ϕ ≥ 0, ϕs = 0, ϕss ≥ 0

at point (ς, ι), and b(ς, ι) ≥ 0 for (ς, ι) ∈ Ω. Therefore, we have

Lϕ(ς, ι) < 0.

This contradicts our assumption Lϕ(s, t) in Ω.
Consequently, we conclude that ϕ(s, t) ≥ 0, for all (s, t) ∈ Ω̄.

Lemma 2. The differential equation (1)–(2) has a solution y(s, t) that sat-
isfies this estimate:

|w(x, t)− φb(s, 0)| ≤ Ct, (x, t) ∈ Ω̄,

in which C is a constant that does not depend on ε.

Proof. See reference [23].

Lemma 3. With its initial and boundary conditions in (2), the solution to
problem (1) is bounded as

|w(s, t)| ≤ C, for all (s, t) ∈ Ω̄. (8)

Proof. From Lemma 2, we have
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|w(s, t)| = |w(s, t)− φb(s, 0) + φb(s, 0)|

≤ |w(s, t)− φb(s, 0)|+ |φb(s, 0)|

≤ Ct+ |φb(s, 0)|

≤ Ct+ C

≤ C since t ∈ (0,T], t is bounded.

Lemma 4. [9] For any nonnegative integers n,m with 0 ≤ n +m ≤ 5 and
appropriate compatible conditions at the edges, both the regular v(x, t) and
singular component w(x, t) satisfy the subsequent bounds:∣∣∣∣∂n+mv(s, t)

∂sn∂tm

∣∣∣∣ ≤ C
(
1 + ε4−n

)
, (9)

∣∣∣∣∂n+mw(s, t)

∂sn∂tm

∣∣∣∣ ≤ Cε−n exp (−β(1− s)/ε) , (s, t) ∈ Ω. (10)

4 Numerical schemes

We are going to develop the numerical scheme in this section as well. After
discretizing the temporal derivative with implicit Euler’s method, the spatial
derivative is discretized using the midpoint upwind approach by employing
Shishkin mesh and obtaining the system of linear equations. This equation
is then solved using any classical methods.

4.1 Temporal semi-discretization

We first partition the temporal domain [0,T] toMτ subintervals with uniform
step size τ = T/Mτ . We chose Mτ such that for any positive integer k ∈
(0,Mτ ), δ = kτ must be a mesh point. The set ΩMτ represents all mesh
points in the temporal direction. We then have ΩMτ = {t0 = 0 < t1 < t2 <

· · · < tk = δ < tMτ−1 < tMτ
= T}. We employ that ΩMτ

δ is the collection of
all mesh points between zero and −δ; that is, ΩMτ

δ = {t−k = −δ < t−k+1 <
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· · · < t−1 < t0 = 0}.
Consider the exact solution w(s, tj+1) at (j+1)th mesh point and denote the
approximation solution by W j+1(s). Let z(s, tj+1) =

∂γW (s,tj+1)
∂tγ . According

to Definition 4, then

z(s, tj+1) =
∂γW (s, tj+1)

∂tγ

=
L(γ)

1− γ

∫ t

0

W (s, ξ)

∂ξ
exp

[
−γ tj+1 − ξ

1− γ

]
dξ

=
L(γ)

1− γ

j∑
i=0

∫ (i+1)τ

iτ

W (s, ξ)

∂ξ
exp

(
−γ tj+1 − ξ

1− γ

)
dξ

=
L(γ)

1− γ

j∑
i=0

(W (s, ti+1)−W (s, ti))

τ

∫ (j−i+1)τ

(j−i)τ

exp
(
−γ tj+1 − ξ

1− γ

)
dξ

+Rτ

=
L(γ)

1− γ

j∑
i=0

(W (s, tj−i+1)−W (s, tj−i))

τ∫ (i+1)τ

(i)τ

exp
(
−γ tj+1 − ξ

1− γ

)
dξ +Rτ

= η

[
(W (s, tj+1)−W (s, tj))

+

j∑
i=1

(W (s, tj−i+1)−W (s, tj−i)) exp
(
− γτ

1− γ
i

)]
+Rτ .

Let us consider L(γ) = 1 the normalization functions such that L(0) = L(1) =

1. Then

η =
exp

(
−γτ
1−τ

)
− 1

γτ
,

Rτ =
O(τ)

1− γ

∫ tj+1

0

exp
(
−γ tj+1 − ξ

1− γ

)
dξ is the truncation error.

Hence we obtain

z(s, tj+1) =η (W (s, tj+1)−W (s, tj)) (11)

+ η

j∑
i=1

(W (s, tj−i+1)−W (s, tj−i)) exp
(
− γτ

1− γ
i

)
+Rτ .
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Substituting (11) into (1) on ΩMτ , we get

z(s, tj+1)− ε
∂2W j+1(s)

∂s2
+ a(s)

∂W j+1(s)

∂s
+ bj+1(s)W j+1(s)

= −cj+1(s)W j−k+1(s) + f j+1(s).

Once the expressions are rearranged and the operator form has been put in,
we get

L̃W j+1(s) = −ε∂
2W j+1(s)

∂s2
+ a(s)

∂W j+1(s)

∂s
+ νj+1(s)W j+1(s) = F j(s),

(12)
for j = 1, 2, . . . ,Mτ withw(s, t) = φb(s, tj), for(s, t) ∈ [0, 1]× [−δ, 0],

w(0, tj) = φl(tj), w(1, tj) = φr(tj), for t ∈ (0,T),
(13)

where
ν(s, tj+1) = bj+1(s) + η,

F j+1(s) =



−cj+1(s)φb(s, tj−k+1) + f(s, tj+1)

+η
∑j

i=1 (W (s, tj−i+1)−W (s, tj−i)) exp
(
− γτ

1−γ
i
)

+ηW (s, tj), for j = 1, 2, . . . , k,

−cj+1(s)W j−k+1(s) + fj+1(s)

+η
∑j

i=1 (W (s, tj−i+1)−W (s, tj−i)) exp
(
− γτ

1−γ
i
)

+ηW (s, tj), for j = k + 1, k + 2, . . . ,Mτ .

After some rearrangement of (12) we obtain(
1 + α0L

∗
ε,δ

)
W j+1(x) = F j+1(s), (14)

where
α0 =

γτ

exp
(

−γτ
1−γ

)
− 1

,

L∗
ε,δ = −ε ∂

2

∂s2
+ a(s)

∂

∂s
+ bj+1(s)
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F j+1(s) =



−α0b
j+1(s)φb(s, tj−k+1) + α0fj + 1(s)

+φb(s, tj) +
∑j

i=1 (W (s, tj−i+1)−W (s, tj−i)) exp
(
− γτ

1−γ i
)

+W (s, tj), for j = 1, 2, . . . , k,

−α0s
j+1(s)W j−k+1(s) + α0fj + 1(s)

+φb(x, tj) +
∑j

i=1 (W (s, tj−i+1)−W (s, tj−i)) exp
(
− γτ

1−γ i
)

+W (s, tj), for j = k + 1, k + 2, . . . ,Mτ .

Lemma 5 (Semi-discrete maximum principle). Let ψ(s, tj+1) be a smooth
function such that ψ(0, tj+1) ≥ 0 and, ψ(1, tj+1) ≥ 0, for all (s, tj+1) ∈
Λ = {0}×(0,T]∪{1}×(0,T]∪ [0, 1]× [−δ, 0]. Then (1+α0L

∗
ε,δ)ψ(s, tj+1) ≥ 0

in Ω implies that ψ(s, tj+1) ≥ 0, for all (s, tj+1) ∈ Ω.

Proof. Suppose there exists (ι, tj+1) ∈ Ω̄ with

ψ(ι, tj+1) = min
(s,tj+1)∈Ω̄

ψ(s, tj+1), and ψ(ι, tj+1) < 0.

Then we have

(ι, tj+1) /∈ {(0, tj+1), (1, tj+1)} and ψs(ι, tj+1) = 0, ψss(ι, tj+1) > 0.

Applying the operator L∗
ε,δ on ψ(s, tj+1), we get

(1 + α0L
∗
ε,δ)ψ(ι, tj+1) =ψ(ι, tj+1) + α0(−εψxx(ι, tj+1) + a(ι)φs(ι, tj+1)

+ b(ι, tj+1)ψ(ι, tj+1)).

The function ψ has a minimum at (ι, tj+1), resulting in ψs = 0, ψss ≥ 0, and
r(ι, tj+1) ≥ 0 for (ι, tj+1) ∈ Ω. Therefore, we have

(1 + α0L
∗
ε,δ)ψ(ι, tj+1) < 0,

which contradicts our assumption of (1 + L∗
ε,δ)ψ(s, tj+1) in Ω.

Therefore, we conclude that ψ(s, tj+1) ≥ 0, for all (s, tj+1) ∈ Ω̄.
Hence from the above, we prove that the operator (1 + α0L

∗
ε,δ) satisfies the

maximum principle and consequently∥∥(1 + α0L
∗
ε,δ)

−1
∥∥ ≤ 1

1 + θτ
. (15)
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Lemma 6 (Truncation error). The local truncation error corresponding to
the semi-discretized problem (13) satisfies∣∣Rj+1

τ

∣∣ ≤ Cτ. (16)

Proof. From semi-discretized problem, we have

Rj+1
τ =

O(τ)

1− γ

∫ tj+1

0

exp
(
−γ tj+1 − ξ

1− γ

)
dξ

=
O(τ)

1− γ

∫ (j+1)τ

0

exp
(
−γ (j + 1)τ − ξ

1− γ

)
dξ

=
O(τ)γ

(1− γ)2

(
exp

(
−γ (j + 1)τ

1− γ

)
− exp

(
−γ
1− γ

))
≤ γ

(1− γ)2

(
exp

(
−γ j + 1

1− γ

)
− exp

(
−γ
1− γ

))
τ

≤ Cτ,

since exp
(
−γ (j+1)τ

1−γ

)
≤ exp

(
−γ j+1

1−γ

)
and

C =
γ

(1− γ)2

(
exp

(
−γ j + 1

1− γ

)
− exp

(
−γ
1− γ

))
.

Therefore, we obtain ∣∣Rj+1
τ

∣∣ ≤ Cτ.

Lemma 7 (Error bound). The global error estimation at tj+1 satisfies

∥Ej+1∥ ≤ Cτ.

Proof. Since the function y(x, tj+1) satisfies

(1 + α0L
∗
ε,δ)y(x, tj+1) = F j+1(x), (17)

also the solution of the continuous problem (1)–(2) is smooth enough, then
we have

F j+1(s) = (1 + α0L
∗
ε,δ)W (s, tj+1) +Rj+1

τ

= (1 + α0L
∗
ε,δ)W (s, tj+1) + Cτ
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=⇒ F j+1(s) = (1 + α0L
∗
ε,δ)W (s, tj+1) + Cτ. (18)

From (17)–(18), the error corresponding to (14) satisfies the following prob-
lem

(1 + α0L
∗
ε,δ)Ej+1 = Cτ

=⇒ Ej+1 = (1 + α0L
∗
ε,δ)

−1τ

∥Ej+1∥ ≤ 1

1 + θτ
Cτ.

Hence, we obtain the result

∥Ej+1∥ ≤ Cτ.

Theorem 1. The semi-discretize solutionW (s, tj+1) and its derivatives meet
the following bounds:∣∣∣∣diW (s, tj+1)

dsi

∣∣∣∣ ≤ C(1 + ε−i exp(−β(1− s)/ε)), for i = 0, 1, 2, 3, 4.

Proof. For the proof, refer [8].

We can rewrite (12) as operator form

L̃τ
εW

j+1(s) = F j+1(s), (19)

where L̃τ
εW

j+1(s) = −ε∂
2W j+1(s)

∂s2 + a(s)∂W
j+1(s)
∂s + ν(s)W j+1(s) and

F j(x) =



−sj+1(s)φb(s, tj−k+1) + f(s, tj+1)

+σBjφb(s, tj) + σ
∑j

i=1Bi (W (s, tj−i+1)

−W (s, tj−i)) , for j = 1, 2, . . . , k,

−sj+1(s)W j−k+1(s) + f j+1(s)

+σψb(s, tj) + σ
∑j

i=1Bi (W (s, tj−i+1)

−W (s, tj−i)) , for j = k + 1, k + 2, . . . ,Mτ .
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Lemma 8. [9] Consider the regular V j+1 and singular U j+1 components of
W j+1 and their derivatives, which holds the following bounds:∣∣∣∣∂nV j+1(x)

∂xn

∣∣∣∣ ≤ C
(
1 + ε4−n

)
, (20)

∣∣∣∣∂nU j+1(s)

∂sn

∣∣∣∣ ≤ Cε−n exp (−α(1− s)/ε) , n = 0, 1, . . . , 4. (21)

4.2 Spatial discretization

4.2.1 Mesh generation

To address the semi-discretized problem (12), we used a piecewise-uniform
Shishkin mesh to partition the space domain. This ensures that the boundary
layer region had more mesh points than the outer region. The domain [0, 1]

is separated into two subdomains, [0, 1 − σ] and (1 − σ, 1], where σ is given
as

σ = min{0.5, σ0ε lnN},

with boundary point 1 − σ, whereas σ0 ≤ 1/β and N is the number of
subintervals. The mesh sizes in the inner and outer boundary layer are

hi =


2(1−σ)

N , i = 0, 1, . . . , N2 ,

2σ
N , i = N

2 + 1, . . . , N.

The mesh points have been defined by

xi =

 i 2(1−σ)
N , i = 0, 1, . . . , N2 ,

1− σ + (i− N
2 )

2σ
N , i = N

2 + 1, . . . , N.

The set ΩN represents all mesh points along the spatial direction. Hence, we
have

ΩN = {x0 = 0 < x1 < · · · < xN−1 < xN = 1}.

The set ΩN is the set that includes all mesh points along the spatial direction
with equal step size h = 1/N over σ = 1/2.

In the next section, we derive stable finite difference method.
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4.2.2 Upwind numerical scheme

We utilize a midpoint upwind finite difference approach on the semi-discrete
scheme (12) along the spatial direction. The difference operators with ĥi =
hi + hi+1 are given as

D−
s W

j+1
i =

W j+1
i −W j+1

i−1

hi
, D+

s W
j+1
i =

W j+1
i+1 −W j+1

i

hi+1
,

D0
sW

j+1
i =

W j+1
i+1 −W j+1

i−1

ĥi
, δ2sW

j+1
i =

2

ĥi

(
D+W j+1

i −D−W j+1
i

)
.

(22)

Additionally, we define W j+1
i−1/2 =

W j+1
i +W j+1

i−1

2 . We similarly define other
terms.

Therefore using these difference operators, we derive the complete finite
difference scheme:

W j+1
0 = φl(0, tj+1),

L̃τ,hi
mpuW

j+1
i−1/2 = F j+1

i−1/2, i = 1, 2, . . . , N,

W j+1
N = φr(1, tj+1),

(23)

where

L̃τ,hi
mpu = −εδ2s + ai−1/2D

−
s + νi−1/2,

F j+1
i−1/2 = −cj+1

i−1/2W
j−k+1
i−1/2 + f j+1

i−1/2

+ η

j∑
m=1

(
W j−m+1

i−1/2 −W j−m
i−1/2

)
exp

(
− γτ

1− γ
m

)
+ ηW j

i−1/2.

Through the rearrangement of equation (23), we deduce the subsequent sys-
tem of equations:

Υ−
i W

j+1
i−1 + Υ 0

i W
j+1
i + Υ+

i+1W
j+1
i−1 = F j+1

i−1/2, i = 1, 2, . . . , N, (24)
Υ−
i = − 2ε

hiĥi
− qi−1/2

hi
+

νj+1
i−1/2

2 ,

Υ 0
i = 2ε

hihi+1
+

qi−1/2

hi
+

νj+1
i−1/2

2 ,

Υ+
i = − 2ε

hi+1ĥi
.
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5 Convergence analysis

This section discusses the stability of the discretized scheme (24). To deter-
mine the ε-uniform error estimate, the truncation error is used. The stability
of the developed scheme can be studied using the following lemma.

Lemma 9 (Discrete maximum principle). Let φj
i be any function satisfying

φ0 ≥ 0, φN+1 ≥ 0. Then L̃τ,hi
mpuΦ

j+1
i ≥ 0, for all i = 1, 2, 3, . . . , N , implies

that φj
i ≥ 0 for all i = 1, 2, 3, . . . , N .

Proof. This follows the same arguments as in Lemma 5.

Lemma 10. Consider the difference operator of (24) L̃τ,hi
mpuW

j+1
i , i = 1, 2, . . . .N−

1, with boundaries W j+1
0 and W j+1

N has a solution. If L̃τ,hi
mpuW

j+1
i ≤

L̃τ,hi
mpuZ

j+1
i , W j+1

0 ≤ Zj+1
0 and W j+1

N ≤ Zj+1
N , then W j+1

i ≤ Zj+1
i , i =

1, 2, . . . ., N − 1.

Proof. The coefficient matrix for the operator L̃h,τ
ε has a size of (Nh+1)(Nh+

1) with its constituents, for i = 1, 2, . . . , Nh − 1, are

Υ−
i = − 2ε

hiĥi
−
qi−1/2

hi
+
νj+1
i−1/2

2
< 0, since all terms are positive,

Υ 0
i =

2ε

hihi+1
+
qi−1/2

hi
+
νj+1
i−1/2

2
> 0, since all terms are positive,

Υ+
i = − 2ε

hi+1ĥi
< 0, since all terms are positive .

The proposed method’s coefficient matrix (24) for the differential equation
(1)–(2) meets the properties of an M-matrix. This suggests that the inverse
matrix exists and is not negative. This ensures the existence and uniqueness
of the discrete solution. A similar procedure was used to demonstrate the
stability of a discrete scheme in [36, 24].

A direct consequence of Lemma 10 is the discrete stability result as fol-
lows.

Lemma 11 (The discrete stability result). If W j+1
i is the solution of the

fully discretized equation corresponding to the original problem in (1), such
that W j+1

0 =W j+1
N = 0, then the following inequality is satisfied:
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∣∣∣W j+1
i

∣∣∣ ≤ ∥∥∥L̃τ,hi
mpuW

j+1
i

∥∥∥+ max
0≤i,j≤N,M

{|φl| , |φr|}.

Proof. Consider two barrier functions

±∏
= ζ ±W j+1

i , where ζ =
∥∥∥L̃τ,hi

mpuW
j+1
i

∥∥∥+ max
1≤i,j≤N,M

{|φl| , |φr|}

At the boundaries∏±
0 = ζ ± w(0, tj) =

∥∥∥L̃τ,hi
mpuW

j+1
i

∥∥∥+max1≤j≤M{|φl| , |φr|} ± φl ≥ 0 and∏±
N = ζ ± w(1, tj) =

∥∥∥L̃τ,hi
mpuW

j+1
i

∥∥∥+max1≤j≤M{|φl| , |φr|} ± φr ≥ 0.
Using the operator L̃τ,hi

mpu on the barrier function, we have

L̃τ,hi
mpu

±∏
i

=
(
−εδ2s + ai−1/2D

−
s + νi−1/2

) (
ζ ±W j+1

i

)
= −εδ2s

(
ζ ±W j+1

i

)
+ ai−1/2D

−
s

(
ζ ±W j+1

i

)
+ νi−1/2

(
ζ ±W j+1

i

)
≥

∥∥∥L̃h,τ
ε W j+1

i

∥∥∥+ max
1≤i,j≤N,Mτ

{|φl| , |φr|} ±W j+1
i

≥ 0.

By using the maximum principle, Lemma 9, we get

L̃τ,hi
mpu

±∏
≥ 0 =⇒

∣∣∣W j+1
i

∣∣∣ ≤ ∥∥∥L̃τ,hi
mpuW

j+1
i

∥∥∥+ max
0≤i,j≤NMτ

{|φl|+ |φr|}.

Lemma 12. [31] Consider the mesh function Λi, for i = 0, 1, . . . , N defined
by

Λj+1
i =

i∏
l=1

(
1 +

αhl
2ε

)
,

with the familiar convection that if i = 0, then Λj+1
0 = 1. Then, for i =

1, 2, . . . , N − 1, a positive constant C exists such that

L̃τ,hi
mpuΛ

j+1
i ≥ C

max(ε, hi)
Λj+1
i .

Theorem 2. Let w(si, tj) represent the exact solution for the problem (1)
and let Wi represent the full discretization solution for problem (19). The
error estimate is then provided by
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|Wi − w(si, tj)| ≤ CN−1(lnN)2.

Proof. The discrete problem’s solution, Wi, can be divided into regular Vi
and singular Ui components.
Thus

W j+1
i = V j+1

i + U j+1
i .

Moreover, Vi and Ui represent the solutions to the following problems, re-
spectively:

L̃τ,hi
mpuVi = Fi−1/2, Vi(0) = v(0), Vi(1) = v(1)(nonhomogeneous problem)

L̃τ,hi
mpuUi = 0, Ui(0) = u(0), Ui(1) = u(1) (homogeneous problem)

Consider W j+1
i =Wi, V

j+1
i = Vi, and U j+1

i = Ui.
The error can be expressed as

Wi − w(xi) = (Vi + Ui)− (v(xi) + u(xi)),

Wi − w(xi) = (Vi − v(xi)) + (Ui − u(xi)). (25)

Using the triangle inequality, the error can be estimated as

∥Wi − w(si)∥ ≤ ∥Vi − v(si)∥+ ∥Ui − u(si)∥ .

Next, we need to estimate the errors in the regular and singular components
individually.

The following classical reasoning can be used to calculate the error esti-
mate for a regular component. From the differential and difference equations,
we get

L̃τ,hi
mpu (Vi − v(si)) = L̃τ,hi

mpuVi − L̃τ,hi
mpuv(si)

= Fi − L̃τ,hi
mpuv(si)

=
(
L̃− L̃τ,hi

mpu

)
v(si)

= −ε
(
d2

dx2
− δ2

)
v(si) + a

(
d

ds
−D−

)
v(si).
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By using the estimate in [22], we get∣∣∣L̃τ,hi
mpu (Vi − v(xi))

∣∣∣ ≤ 1

4
(xi+1 − xi−1) |v|3 +

1

2
(xi − xi−1) |v|2

≤ 1

4
(xi+1 − xi−1) |v|3 +

1

2
(xi+1 − xi−1) |v|2

since xi − xi−1 ≤ xi+1 − xi−1,

≤ C (xi+1 − xi−1) (|v|3 + |v|2).

Therefore, we obtain∣∣∣L̃τ,hi
mpu (Vi − v(si))

∣∣∣ ≤ C (si+1 − si−1) (|v|3 + |v|2). (26)

Indeed si+1−si−1 ≤ 2N−1, for all i, 0 ≤ i ≤ N−1 and applying the discrete
stability lemma for the regular component, v satisfies the following bound of
the derivatives: ∣∣∣v(k)(s)∣∣∣ ≤ C

(
1 + ε−

(k−2)
2

)
, 0 ≤ k ≤ 4. (27)

Then from (27) we obtain

|v|2 = |v′′| ≤ C, and |v|3 = |v′′′| ≤ C(1 + ε−
1
2 ). (28)

By substituting (28) into (26), for the estimates of the derivatives of v, we
have ∣∣∣L̃τ,hi

mpu (Vi − v(si))
∣∣∣ ≤ CN−1.

Next, we apply maximum principle result for the operator L̃τ,hi
mpu to the func-

tion Vi − v(x). Then we obtain

|(Vi − v(s))| ≤ CN−1. (29)

The error estimate regarding the singular component Ui−u(xi) is determined
by the transition parameter value, which is either σ = 1/2 or σ = σ0ε lnN .

Case-I: For σ = 1
2 , the grids are equal and εσ0 lnN ⩾ 1

2 , resulting in

si+1 − si−1 = 2N−1 and ε−1 ≤ C lnN. (30)

The classical argument, which was used earlier to estimate the regular argu-
ment, concludes
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∣∣∣L̃τ,hi
mpu(Ui − u(si))

∣∣∣ ≤ C (si+1 − si−1) (|u|3 + |u|2) .

We use a similar fashion with the regular component. Also, si+1 − si−1 =

2N−1 and ε−1 ≤ C lnN . Then we have∣∣∣L̃τ,hi
mpu(Ui − u(si))

∣∣∣ ≤ Cε−2N−1.

Therefore, we obtain ∣∣∣L̃τ,hi
mpu(Ui − u(si))

∣∣∣ leqCε−2N−1. (31)

Substituting (30) into (31), then we get∣∣∣L̃τ,hi
mpu(Ui − u(si))

∣∣∣ ≤ CN−1(lnN)2.

An application to ε-uniform stability result for the operator L̃τ,hi
mpu to the

function Ui − u(si) then gives

|Ui − u(si)| ≤ CN−1(lnN)2. (32)

Case-II: If σ = εσ0 lnN < 1
2 , the mesh is piece-wise uniform, with the

mesh spacing 2(1−σ)
N in the subinterval [0, 1 − σ] and 2σ

N in the subinterval
[1− σ, 1], then we estimate the error in [0, 1− σ] and [1− σ, 1] individually.
In the subinterval [0, 1 − σ] without boundary layer both Ui and u(si) are
small and since by triangle inequality |Ui − u(si)| ≤ |Ui|+ |u(xi)|, it helps to
bound Ui and u individually.
We assumed that σ = σ0ε lnN(> 2ε lnN/α), which gives −ασ/ε < lnN−2.
From lemma 8, we have

|Ui| ≤ Ce−ασ/ε

≤ Ce−α( ε ln N
α )/ε

≤ Ce− ln N

≤ CN−1,

|Ui| ≤ CN−1. (33)
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Next, we need to show |Ui| ≤ CN−1 for a suitable constant C.
Let Λj+1

i = Λi. From the Taylor series expansion es ≥ 1 + s, then for the
mesh function Λi,

ΛN =

N∏
l=1

(
1 +

αhl
2ε

)

=

i∏
l=1

(
1 +

αhl
2ε

) N∏
l=i+1

(
1 +

αhl
2ε

)

= Λi

N∏
l=i+1

(
1 +

αhl
2ε

)
,

Λi/ΛN =

N∏
l=i+1

(
1 +

αhl
2ε

)−1

≥
N∏

l=i+1

exp
(
−αhl

2ε

)
= exp

(
−α(1− xi)

2ε

)
.

Let Λ̂i = CΛi/ΛN for i = 0, 1, . . . , N . Hence by using the definition of Ui

and Lemma 12,

L̃τ,hi
mpuΛ̂0 =

(
C

ΛN

)
L̃τ,hi
mpuΛi ≥

(
C

ΛN

)
Λi

max{ε, hi}
≥ 0 =

∣∣∣L̃τ,hi
mpuUN

∣∣∣ ,
L̃τ,hi
mpuΛ̂0 ≥ 0. (34)

For a suitably large value of C, we get that

Λ̂0 =
CΛ0

ΛN
≥ C exp

(
−α
2ε

)
≥ C exp

(
−α
ε

)
≥ |U0| , (35)

Λ̂0 = C ≥ |UN | . (36)

Using (34)–(36), by the discrete comparison principle, Lemma 10, we obtain

|Ui| ≤ Λ̂i = CΛi/ΛN .

When i = 0, 1, . . . , N/2,

Λi/ΛN ≤
N∏

l=N/2+1

(
1 +

α(xi+1 − xi−1)

2ε

)−1

=
(
1 + 2N−1 lnN

)−N/2
. (37)

After some simplification and the Taylor series expansion, ln(1 + s) > s −
s2

2 , s > 0, to the right end expression of (37), we get
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|Ui| ≤ CN−1, for i = 0, 1, . . . , N/2. (38)

Combining (33) and (38), we obtain our result

|Ui| ≤ CN−1. (39)

Triangle inequality results

|Ui − u(si)| ≤ CN−1, for 0 ≤ i ≤ N/2. (40)

Next, we consider the subinterval [1− σ, 1].

Using the classical argument, we get∣∣∣L̃τ,hi
mpu (Ui − u(si))

∣∣∣ ≤ Cε−2(si+1−si−1), for N/2+1, N/2+2, . . . , N −1.

For the second interval, the mesh spacing is 2σ/N . Since si+1−si−1 = 4σ/N ,
we obtain that∣∣∣L̃τ,hi

mpu (Ui − u(si))
∣∣∣ ≤ Cε−2σN−1, for N/2+1, N/2+2, . . . , N −1, (41)

and
|UN − u(1)| = 0.

Also, using the inequality (40), we obtain∣∣UN/2 − u(sN/2)
∣∣ ≤ CN−1. (42)

Now, we introduce the barrier function, with the suitable choices of C1 and
C2 as

ξi = (si − (1− σ))C1ε
−2σN−1 + C2N

−1,

and the mesh function

χ±
i = ξi ± (u(si)− Ui), N/2 ≤ i ≤ N.

Thus, we have

χ±
N/2 = ξN/2 ± (u(sN/2)− UN/2)

≥ (sN/2 − (1− σ))C1ε
−2σN−1 + C2N

−1 ± (∓CN−1)

≥ C2N
−1 ± (∓CN−1) since sN/2 = 1− σ
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≥ (C2 ∓ C)N−1.

Choose C2 as C2 ∓ C ≥ 0 and then

χ±
N/2 ≥ 0.

Next, we want to show that χN± ≥ 0. Therefore,

χ±
N = ξN ± (u(sN )− UN )

≥ (sN − (1− σ))C1ε
−2σN−1 + C2N

−1

≥ C1σσ0(lnN)2N−1 + C2N
−1

≥ 0.

Lastly, we need to show that L̃τ,hi
mpuχ

±
i ≥ 0. Hence

L̃τ,hi
mpuχ

±
i = L̃τ,hi

mpu [ξi ± (u(si)− Ui)]

= L̃τ,hi
mpuξi ± L̃τ,hi

mpu(u(si)− Ui)

≥
(
β +

2

τ

)(
(si − (1− σ))C1ε

−2σN−1 + C2N
−1

)
± L̃τ,hi

mpu(u(si)− Ui)

≥ (si − (1− σ))C1ε
−2σN−1 + C2N

−1 + C2N
−1

± (∓Cε−2σN−1), by (41)

≥ (si − σ)C1ε
−2σN−1 + C2N

−1 + C2N
−1 ± (∓Cε−2σN−1)

≥ ((si − σ)C1 ∓ C)ε−2σN−1 + C2N
−1 + C2N

−1

≥ 0, since (si − σ) ≥ 0 then (si − σ)C1 ∓ C ≥ 0.

Therefore by using the discrete maximum principle, we have

χ±
i ≥ 0, N/2 ≤ i ≤ N.

Thus we obtain the result∣∣∣uj+1(si)− U j+1
i

∣∣∣ ≤ CN−1(lnN)2. (43)

Then combining (32) and (43), we get∣∣∣uj+1(si)− U j+1
i

∣∣∣ ≤ CN−1(lnN)2, for 0 ≤ i ≤ N. (44)
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Therefore, using (25) the inequalities in (29) and (44), gives∣∣∣(W j+1
i − w(si, tj+1)

∣∣∣ ≤ CN−1(lnN)2.

Theorem 3. If w and W are exact and approximation solution of the prob-
lem (1), respectively, then the following error bound holds:∣∣∣w(si, tj)−W j+1

i

∣∣∣ ≤ C
(
N−1(lnN)2 + τ

)
. (45)

Proof. By combining Lemma 7 and Theorem 2 we get our result.

6 Numerical result

In this section, we present two numerical examples that illustrate the method’s
accuracy as well as the error analysis results. Separate tables show the error
and convergence rates for each of these two instances of the test. This article
will employ double mesh to determine the numerical solution’s accuracy, as
the exact answer is uncertain. The maximum point-wise absolute error is
calculated as

EN,M
ε = max

0≤i,j≤N,M

∣∣∣WN,M
i,j −W 2N,2M

2i,2j

∣∣∣ ,
where N andM represent the number of mesh points in spatial and temporal
directions, respectively. The parameter for uniform error estimation is

eN,M = max
ε

{EN,M
ε }

. The method’s rate of convergence is determined using the formula

RoCN,M
ε = log2

(
EN,M

ε

E2N,2M
ε

)
.

. The parameter uniform rate of convergence can be stated as

RN,M = max
ε

{RoCN,M
ε }

Example 1. Consider the time-fractional partial differential equation
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Dγ
t y(s, t)− ε

∂2y(s, t)

∂s2
+

(
2− s2

) ∂y(s, t)
∂s

+ ((s+ 1)(t+ 1))y(s, t)

= y(s, t− 1) + 10t2 exp(−t)s(1− s),

on (s, t) ∈ Ω = (0, 1)× (0,T], with initial and boundary conditions φb(s, t) =

0, φl(t) = 0, and φr(t) = 0.

(a) ε = 20 (b) ε = 2−6

(c) ε = 2−10 (d) ε = 2−20

Figure 1: A three-dimensional depiction of the numerical solution for Example 1 with
various values of ε with γ = 0.5, Nh = 32, and Mτ = 40.

Example 2. Consider the time-fractional partial differential equation

Dγ
t y(s, t)− ε

∂2y(s, t)

∂s2
+
(
2− s2

) ∂y(s, t)
∂s

+ sy(s, t)

= y(s, t− 1) + 10t2 exp(−t)s(1− s),

on (s, t) ∈ Ω = (0, 1)× (0,T], with initial and boundary conditions φb(s, t) =

0, φl(t) = 0, and φr(t) = 0.
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Table 1: The absolute maximum error and rate of convergence for Example 1 for various
values of ε, with fix γ = 0.5

Nh =Mτ ⇒ 32 64 128 256 512
ε = 1 7.2009e-03 3.9138e-03 2.0434e-03 1.0436e-03 5.3354e-04

0.8796 0.9376 0.9693 0.9679 -
ε = 2−4 1.3920e-02 8.8730e-03 4.8151e-03 2.4093e-03 1.1793e-03

0.6497 0.8819 0.9990 1.0307 -
ε = 2−8 8.6296e-02 5.0505e-02 2.7245e-02 1.3603e-02 6.3990e-03

0.7729 0.8904 1.0020 1.0881 -
ε = 2−12 4.3419e-03 1.9191e-03 9.1791e-04 4.6674e-04 2.3530e-04

1.1779 1.0640 0.9757 0.9881 -
ε = 2−16 1.0750e-01 6.3792e-02 3.5339e-02 1.8579e-02 9.5447e-03

0.7529 0.8521 0.9276 0.9609 -
ε = 2−20 1.0772e-01 6.3935e-02 3.5424e-02 1.8631e-02 9.5791e-03

0.7526 0.8519 0.9270 0.9597 -
ε = 2−24 1.0773e-01 6.3940e-02 3.5427e-02 1.8633e-02 9.5802e-03

0.7526 0.8519 0.9270 0.9597 -
ε = 2−30 1.0773e-01 6.3940e-02 3.5427e-02 1.8633e-02 9.5803e-03

0.7526 0.8519 0.9270 0.9597 -
eNh,Mτ 1.0773e-01 6.3940e-02 3.5427e-02 1.8633e-02 9.5803e-03
RNh,Mτ 0.7526 0.8519 0.9270 0.9597 -

A boundary layer, as shown in Figures 1 and 2, is located at the right
side of the space domain in the numerical solution of Examples 1 and 2
above. Figures 1 and 2 also display the computed solutions Wi,j for various
perturbation parameter values, along with the influence of fractional order.
Figure 3 displays the log-log plots of the maximum absolute errors against
the number of meshes for both cases, demonstrating the developed numer-
ical scheme’s convergent nature regardless of the perturbation value. The
suggested scheme is ε-uniformly convergent, as illustrated by the numerical
results shown in Tables 1 and 2, by combining the midpoint upwind numer-
ical method in the spatial direction with the implicit Euler’s method in the
temporal direction. We can see that, for each value of ε, the maximum point-
wise error decreases as N and M grow, from the results in Tables 1 and 2.
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Table 2: Maximum error and rate of convergence for various ε values with a fixed γ = 0.5

for Example 2.

Nh =Mτ ⇒ 32 64 128 256 512
ε = 1 4.6381e-03 2.0344e-03 9.4019e-04 4.5021e-04 2.2007e-04

1.1889 1.1136 1.0623 1.0327 -
ε = 2−4 4.7943e-02 2.3827e-02 1.2645e-02 6.8350e-03 3.6952e-03

1.0088 0.9140 0.8875 0.8873 -
ε = 2−8 6.3770e-02 2.8254e-02 1.2921e-02 6.1518e-03 3.0787e-03

1.1744 1.1288 1.0706 0.9987 -
ε = 2−10 6.6336e-02 3.0540e-02 1.3973e-02 6.7869e-03 3.3299e-03

1.1191 1.1280 1.0418 1.0272 -
ε = 2−12 6.7001e-02 3.1194e-02 1.4619e-02 6.9617e-03 3.4446e-03

1.1029 1.0934 1.0703 1.0151 -
ε = 2−14 6.7211e-02 3.1406e-02 1.4841e-02 7.1616e-03 3.5058e-03

1.0976 1.0815 1.0512 1.0306 -
ε = 2−20 6.7224e-02 3.1420e-02 1.4855e-02 7.1765e-03 3.5212e-03

1.0973 1.0808 1.0496 1.0272
ε = 2−24 6.7225e-02 3.1421e-02 1.4856e-02 7.1775e-03 3.5222e-03

1.0973 1.0807 1.0495 1.0270 -
ε = 2−26 6.7225e-02 3.1421e-02 1.4856e-02 7.1775e-03 3.5223e-03

1.0973 1.0807 1.0495 1.0270 -
ε = 2−30 6.7225e-02 3.1421e-02 1.4856e-02 7.1775e-03 3.5223e-03

1.0973 1.0807 1.0495 1.0270 -
eNh,Mτ 6.7225e-02 3.1421e-02 1.4856e-02 7.1775e-03 3.5223e-03
RNh,Mτ 1.0973 1.0807 1.0495 1.0270 -
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(a) ε = 20 (b) ε = 2−6

(c) ε = 2−10 (d) ε = 2−20

Figure 2: A three-dimensional representation of the numerical solution for Example 2
for various ε values with γ = 0.5, Mx = 32, and Mt = 40.

(a) Log-log plot of the max error for
Example 1

(b) Log-log plot of the max error for
Example 2

Figure 3: Log-log plot of maximum absolute errors for Examples 1 and 2 for different
values of ε.
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It is evident that, for every N,M , the maximum point-wise error is ε −→ 0

stable. By utilizing these two examples, we verify that the suggested numer-
ical technique is more accurate, stable, and ε-uniformly convergent, with a
convergence rate that is almost one. The maximum point-wise error is sta-
ble for all N,M . Using these two cases, we demonstrate that the proposed
numerical technique is accurate, stable, and ε-uniformly convergent, with a
convergence rate of almost one.

7 Conclusion

The time delay singularly perturbed parabolic convection-diffusion problem
with time-fractional derivative order was solved using the midpoint upwind
numerical approach. The solution to the problem depicted a boundary layer
on the right side of the spatial domain. The solution’s layer region has a
steep gradient due to the presence of ε. Because of the frequently changing
solution behavior in the layer region, it is computationally difficult to cal-
culate the solution analytically or using traditional numerical methods. To
mitigate this effect, we devised a strategy that employs the midway upwind
scheme in the spatial direction and an implicit Euler’s scheme in the tem-
poral direction. The established numerical technique has been proven to be
stable and uniformly convergent. To confirm the method’s compatibility, two
model problems were considered for numerical testing at varied perturbation
parameters and fractional-order derivative values. Tables 1 and 2 provide a
summary of the numerical results, including maximum absolute errors and
numerical rate of convergence. Furthermore, the log-log plot (Figure 3) and
the numerical solution for Examples 1 and 2 (refer to Figures 1 and 2) indicate
the ε-uniform convergence of the scheme. The scheme’s order of convergence
is O(N−1 + τ), and it is uniformly convergent at ε. The devised scheme
provides more stable, accurate, and uniformly convergent numerical results.
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