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Abstract. This paper investigates new properties and applications of the system signature and its6

dynamic counterpart, which serve as effective tools for analyzing stochastic ordering and aging properties7

in both coherent and used systems. For coherent systems with exchangeable components, the system8

signature offers a more powerful comparative framework than the traditional structure function. In9

the context of used systems with different exchangeable components, we propose an alternative to the10

dynamic signature that is simpler to implement and often preferable to the standard dynamic signature.11

This alternative also proves useful in scenarios where the traditional dynamic signature is inapplicable.12

Additionally, by examining all 28 coherent systems of order n ≤ 4, we establish a unique property of13

series systems: under both identical and non-identical independent component lifetimes, series systems14

are the only ones that are decreasing failure rate (DFR) closed. The results extend several existing15

findings related to system signatures and their dynamic versions. Illustrative examples are provided to16

demonstrate the practical relevance of the theoretical results.17

Keywords: Coherent systems, Dynamic signature, DFR, IFR, Signature, Stochastic ordering, Used systems.18
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1 Introduction20

One of the most important problems in system reliability analysis is comparison among systems. The most21

common tools to compare the coherent systems are structure and reliability functions, system signatures,22

and distortion functions. Assume that the systems are coherent (see, Barlow and Proschan (1975) for23

details on coherent systems) and suppose that the component lifetimes of the system are independent24

and identically distributed (IID) or they are exchangeable (EXC) random variables, defined in the next25

section. This paper is concerned to some more properties and applications of the signatures in system26

comparisons. Let T1, . . . ,Tn and T = ϕ(T1, . . . ,Tn) be the component lifetimes and the system lifetime,27

respectively. ϕ refers to the structure of the system. When Ti’s are continuous and IID random variables,28
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the following well-known and important result is obtained by Samaniego (1985)29

P(T > t) =
n

∑
i=1

siP(Ti:n > t), (1)30

where Ti:n is the i-th ordered components lifetime, and si = P(T = Ti:n). The probability vector s =31

(s1, . . . ,sn) is called the system signature.32

Using the system signature, many researchers have studied various aspects of system reliability. In33

fact, the identity (1) was first proved by Kochar et al. (1999). Navarro et al. (2005) claimed that this34

equation holds true if Ti’s have an absolutely continuous exchangeable joint distribution. Samaniego35

(2007) published a book on the system signatures and their applications. Also Naqvi et al. (2022) have36

done a review and bibliometric analysis on system signatures. Navarro et al. (2008) showed that (1) holds37

true if Ti’s be continuous (or discrete) weakly exchangeable random variables and also P(Ti = Tj) = 0 for38

all i ̸= j (that is Ti’s have no tie). It seems that the strongest result is given by Marichal et al. (2011).39

They proved that (1) holds true if and only if for i = 1, . . . ,n, the following binary random variables are40

exchangeable41

Xi(t) =
{

1 Ti > t
0 Ti ≤ t. (2)42

Navarro et al. (2011) investigated the signatures of coherent systems with heterogeneous and indepen-43

dent components. Rao and Naqvi (2023) studied the stochastic comparisons of coherent systems with44

heterogeneous and dependent components having proportional reversed failure rates. In the EXC case,45

a necessary and sufficient condition for comparing two systems was given by Navarro and Rubio (2011).46

For more details and an extensive study on comparisons of coherent systems see Navarro (2018) and47

references therein.48

Remark 1. The system signature has the following interesting and important property. It should be noted49

that in all cases where the Equation (1) holds true (except when the component lifetimes are continuous50

and IID random variables), the signature is not necessarily defined by si = P(T = Ti:n). But in these cases,51

the value of si used in (1), is exactly determined by si = P(T = Ti:n) when Ti’s are continuous and IID52

random variables. Therefore in all cases, the system signature s = (s1, . . . ,sn) remains as a probability53

vector. For further clarification, consider T =min{T1,max(T2,T3)}, where Ti’s are continuous and IID. We54

have s = (1/3,2/3,0) and P(T = Ti:n) = si. Now suppose Ti’s are discrete and IID with common distribution55

Binomial(1,1/2). In this case we have56

P(T = T1:3) = 1−P(T1 = 1,T2 = 0,T3 = 1)−P(T1 = 1,T2 = 1,T3 = 0) = 6/8 ̸= s1 = 1/3.57

But one can easily verify that for58

P(T = x) =
3

∑
1

siP(Ti:n = x), x = 0,1.59

That is the mixture representation (1) holds true.60

The concept of the dynamic signature of the system was first defined by Samaniego et al. (2009). It61

is a common tool in comparisons among coherent used systems. They showed in the case of IID that62

P(T = Tk:n|T > t,N(t) = r) =
sk

∑n
j=r+1 s j

= wk,63

for k = r+1, . . . ,n and r = 0,1, . . . ,n−1. The probability vector w(n−r) = (wr+1, . . . ,wn) is called the dynamic64

signature of the system at time t. N(t) is the number of failed components of the system up to time t and65
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such a system is said to be a used system. Based on the dynamic signature, they obtained some ordering66

results for comparing coherent used systems with IID components. Note that if r = 0, the dynamic67

signature reduces to the usual signature as ∑n
1 si = 1.68

Burkschat and Navarro (2013) considered dynamic signatures of coherent systems based on sequential69

order statistics. Under some partial information about the failure status of the system lifetime, Mahmoudi70

and Asadi (2011) defined the dynamic signature of coherent systems. Burkschat and Samaniego (2018)71

examined the concepts of dynamic and conditional increasing failure rates properties in coherent systems.72

Chahkandi et al. (2015) studied the signature of the repairable systems.73

The remainder of this paper is organized as follows. For the sake of completeness, Section 2 provides74

an extensive review of comparisons among coherent systems based on structure functions, reliability75

functions, and system signatures. As a minor result, it is shown that, in the case of exchangeable76

components (EXC), the system signature is a more powerful tool than the structure function. Section 377

focuses on comparisons of coherent used systems. Using the dynamic signature, new stochastic ordering78

results are derived for comparing coherent used systems with different exchangeable components. A new,79

simple alternative to the dynamic signature is proposed, which is particularly useful in cases where the80

standard dynamic signature is not applicable. Due to its ease of use, this alternative should be considered81

as a first option in such comparisons. Finally, Section 4 examines properties related to the preservation82

of reliability aging classes in series systems.83

Motivated by the result of Samaniego (1985) and by verifying the signatures of all 28 coherent systems84

of order n ≤ 4, it is shown that when the lifetimes of the system components are either IID or independent85

and not identical (INID), the series systems are only decreasing the failure rate (DFR) closed systems.86

The increasing failure rate (IFR) closedness property of the series systems is also considered. Recall87

that a random variable X with absolutely continuous distribution function F and density function f has88

an IFR (DFR) distribution if its failure rate function h(t) = f (t)/F̄(t) is increasing (decreasing) in t,89

F̄(t) = 1−F(t). Throughout the paper, when two systems are said to be ordered, it means that their90

lifetimes are ordered stochastically. Recall that X is less than Y in the usual stochastic order and denote91

it by X ≤st Y if F̄X (t)≤ F̄Y (t) for all t > 0.92

2 Comparisons of coherent systems93

The comparison of two systems can be done at a fixed point in time (static comparison) or during periods94

of time (dynamic comparison). In order to present the main results of the paper given in the two next95

sections, and for the sake of completeness, this section mainly deals with a review of the basic results96

in the literature on comparisons among coherent systems. Some minor contributions are also included.97

At a fixed point in time, and based on the system structure and reliability functions, we first consider98

the comparison of two systems. In comparison among the systems with INID components, it is shown99

that the structure and reliability functions are two equivalent tools. Finally the system signature is used100

to compare two systems during of times. In the sequel, Lemma 1 shows in IID and EXC cases that the101

system signature is a more powerful tool than the structure-function.102

At a fixed point in time, assume that binary random states are as follows:

Xi =

{
1 if ith component is working
0 otherwise,

and
ϕ(X) = ϕ(X1, . . . ,Xn) =

{
1 if the system is working
0 otherwise.

Their reliabilities are also defined as:103

pi = E(Xi) = P(Xi = 1), i = 1,2, . . . ,n104
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105

h(p) = h(p1, . . . , pn) = E(ϕ(X)) = P(ϕ(X) = 1).106

ϕ(x) is called the structure function of the system. In addition, the order of the system is defined as the107

number of the system components n.108

Definition 1. (Kochar et al., 1999) Let ϕ1(x) and ϕ2(x) be the structure functions of two systems of109

order n. The second system is said to be better than the first one if110

ϕ1(x)≤ ϕ2(x) ∀ x ∈ {0,1}n. (3)111

If ϕ1(x) = ϕ2(x), ∀x ∈ {0,1}n two systems are obviously the same. Therefore (3) should be strictly hold at112

least for one x. The second system is said to be more reliable than the first one if113

h1(p) = E(ϕ1(X))≤ h2(p) = E(ϕ2(X)) ∀ p ∈ [0,1]n. (4)114

Again the inequality should be strict at least for one p, otherwise two systems have the same reliability.115

It is claimed in Kochar et al. (1999) that the inequalities (3) and (4) are equivalent when Xi’s are
independent (INID case). Note that in this case

h(p) = P(ϕ(X) = 1) = ∑
x:ϕ(x)=1

n

∏
i=1

pxi
i (1− pi)

1−xi = ∑
x:ϕ(x)=1

∏
i∈1x

pi ∏
i∈0x

(1− pi),

where 1x = {1 ≤ i ≤ n|xi = 1}, 0x = {1 ≤ i ≤ n|xi = 0}. An argument for their claim is as follows. The116

inequality (3) simply implies (4). Now suppose (4) holds true. If ϕ1(x) = ϕ2(x) for all x obviously117

h1(p) = h2(p) for all p which is a contradiction. Now suppose there exists a vector x0 such that ϕ1(x0) =118

1> ϕ2(x0) = 0. Put p0 = x0 then p0i = 1 for i∈ 1x0 and 1− p0i = 1 for i∈ 0x0. Note that Pp0(X= x) = P(X=119

x|p = p0) = 0 for x ̸= x0. It is easy to see that h1(p0) = 1 and h2(p0) = 0 which is again a contradiction120

and this shows that (4) implies (3).121

The inequalities (3) and (4) are not necessarily equivalent if Xi’s are IID that is pi = p, i = 1, . . . ,n.122

See the following example.123

Example 1. (Kochar et al., 1999). Suppose ϕ1(x) =min{x1,max(x2,x3)} and ϕ2(x) =min{x2,max(x1,x3)}124

then ϕ1(1,0,1) = 1 > ϕ2(1,0,1) = 0 and ϕ1(0,1,1) = 0 < ϕ2(0,1,1) = 1 whereas h1(p) = 2p2 − p3 = h2(p),125

for all 0 ≤ p ≤ 1. That is (4) does not imply (3).126

Remark 2. Note that in INID case, the inequalities (3) and (4) are equivalent even if p ∈ (0,1)n. It is127

because as the system components are independent, the reliability function h(p) is a multilinear, that is,128

linear in each pi and therefore is a continuous function.129

Now by using the system signature, the comparison of systems during of times is considered. The130

first result is given by Kochar et al. (1999) as follows:131

Let T 1 = ϕ1(X1, . . . ,Xn) and T2 = ϕ2(X1, . . . ,Xn) denote the lifetimes of two coherent systems where Xi is the132

lifetime of the ith component and Xi’s are IID and continuous and suppose s1 and s2 are their signatures133

respectively. If s1 ≤st s2, then T1 ≤st T2. If s1 ≤hr s2, then T1 ≤hr T2 and if s1 ≤lr s2, then T1 ≤lr T2.134

The converse of their results is not true, see Rychlik et al. (2018). (We also refer to Shaked and Shan-135

thikumar (2007) for details on stochastic orders).136

Example 2. Consider two coherent systems mentioned in Example 1 where s1 = (1/3,2/3,0) = s2 and137

hence from (1), T1 and T2 are identically distributed. Note that these two systems could not be ordered138

by using of their structure functions.139
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The comparison of coherent systems with EXC components is studied by Navarro et al. (2005).140

Recall that the random variables T1, . . . ,Tn are said to be exchangeable if P(T1 > t1, . . . ,Tn > tn) = P(Tπ(1) >141

t1, . . . ,Tπ(n) > tn) for any permutation π = (π(1), . . . ,π(n)) of numbers {1, . . . ,n}.142

The relationship between the signature and structure function of a system is obtained by Boland143

(2001) or Marichal et al. (2011) as follows. In EXC case and for k = 1, . . . ,n144

n

∑
i=n−k+1

si = P(ϕ(X) = 1|∑Xi = k) = ∑
x;∑xi=k

ϕ(x)
1(n
k

) . (5)145

Lemma 1. If ϕ1(x)≤ ϕ2(x) for all x ∈ {0,1}n then s1 ≤st s2.146

Proof. From Equation (5) we see that if ϕ1(x)≤ ϕ2(x) for all x ∈ {0,1}n then ∑n
i=n−k+1 s1,i ≤ ∑n

i=n−k+1 s2,i147

for k = 1,2, . . . ,n, that is s1 ≤st s2.148

In fact Lemma 1 shows that the system signature is a more stronger tool than the structure function.149

This section is ended by reviewing the problem of comparison of coherent systems with different sizes.150

151

Definition 2. (Boland and Samaniego, 2004), or (Samaniego, 2006). Let r = (r1, . . . ,rk) be a probability152

vector and suppose Tj = ϕ j(X1, . . . ,Xn), j = 1, . . . ,k are the lifetimes of k coherent systems with IID or EXC153

components. If P(T = Tj) = r j then T is said to be the lifetime of a mixed-r system. Note that in general,154

a mixed system is not coherent, and the class of coherent systems is a subset of the mixed systems. Let s j155

be the signature of the jth coherent system, then s = ∑k
j=1 r js j is defined as the signature of the mixed-r156

system.157

For a system of order n, an equivalent system of order n+ 1 is introduced by Samaniego (2006) as158

follows.159

Let T be the lifetime of a coherent or a mixed system of order n with IID components having common
distribution F and with signature s = (s1, . . . ,sn). Then T =st T ∗ where T ∗ is the lifetime of a mixed
system of order n+ 1 with IID components which have the same distribution F and its signature is
s∗ = (s∗1, . . . ,s

∗
n+1) with

s∗i =
(i−1)si−1 +(n− i+1)si

n+1
, i = 1, . . . ,n+1.

Assume that s0 = sn+1 = 0. s∗ is of order n+1 and is the equivalent of s.160

For a system of order k, an equivalent system of order n(> k) can be defined. Note that the above161

result also holds true for EXC components, also note that the equivalent systems belong in general to162

the class of mixed systems and all comparison results among the coherent systems also hold true for the163

mixed systems.164

An extended result for coherent systems consisting of EXC components, is given by Navarro et al.165

(2008) as follows.166

Let T1 = ϕ1(Y1, . . . ,Yn1) and T2 = ϕ2(Z1, . . . ,Zn2) be the lifetimes of two systems where Yi’s and Zi’s are subsets167

of the EXC random variables {X1, . . . ,Xn} and suppose s1(n) and s2(n) are their equivalent signatures of168

order n, respectively.169

(a) If s1(n)≤st s2(n), then T1 ≤st T2.170

(b) If s1(n)≤hr s2(n) and Xi:n ≤hr Xi+1:n, i = 1, . . . ,n−1, then T1 ≤hr T2.171

(c) If s1(n)≤lr s2(n) and Xi:n ≤lr Xi+1:n, i = 1, . . . ,n−1, then T1 ≤lr T2.172

For an extensive study on the existence and comparisons of equivalent systems with IID components173

refer to Lindqvist et al. (2016). It is pointed out there, within the class of mixed systems, one can always174

find equivalent mixed systems of larger sizes, but not necessary if the size is decreased.175
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3 Comparisons of used systems176

This section begins by considering the comparison of coherent used systems, extends some existing results,177

and then proposes an alternative for equivalent dynamic signature. Its properties and applications are178

illustrated. The following result is given in Samaniego et al. (2009).179

Let s1 and s2 be the signatures of two coherent systems of order n and with IID components having180

common continuous distribution F and let T1 = ϕ1(X1, . . . ,Xn) and T2 = ϕ2(X1, . . . ,Xn) be their lifetimes,181

respectively. Suppose T1 > t, T2 > t, N1(t) = r1 and N2(t) = r2. Let w1 = (w1,1, . . . ,w1,n−r1) and w2 =182

(w2,1, . . . ,w2,n−r2) be their dynamic signatures. Also assume that w(n)
1 and w(n)

2 are their equivalent versions183

of order n. If w(n)
1 ≤st w(n)

2 then184

(T1 − t|T1 > t,N1(t) = r1)≤st (T2 − t|T2 > t,N2(t) = r2).185

As defined in Section 1, N(t) is the number of failed components of the system up to time t.186

Samaniego et al. (2009) also provide the following expression:

P(T − t > x|T > t,N(t) = r) =
n−r

∑
i=1

wr+iF̄i:n−r|t(x) =
n

∑
i=1

w(n)
i F̄i:n|t(x),

where F̄i:n−r|t(x) is the reliability function of the ith order statistic in a random sample of size n− r from187

F̄t(x) =
F̄(x+t)

F̄(t) for x > 0.188

Note that N(t) is distributed as Binomial(n,F(t)) and N(t) = r is equivalent to Xr:n < t < Xr+1:n. Therefore189

P(Xi:n − t > x|N(t) = r) = 0, for i = 1, . . . ,r and for i = r+1, . . . ,n, we have190

P(Xi:n − t > x|N(t) = r) =

(n
r

)
Fr(t)∑i−r−1

j=0

(n−r
j

)
[F̄(t)− F̄(t + x)] j(F̄(t + x))n−r− j(n

r

)
Fr(t)(F̄(t))n−r

191

=
n−r

∑
j=n−i+1

(
n− r

j

)
(F̄t(x)) j(1− F̄t(x))n−r− j

192

= P(Binomial(n− r, F̄t(x))≥ n− i+1). (6)193

Now suppose T = ϕ(X1, . . . ,Xn) is the lifetime of a system with EXC components. For this system, the194

following equation is given by Sadegh (2016)195

P(T − t > x|T > t,N(t) = r) =
n

∑
k=r+1

wkP(Xk:n − t > x|N(t) = r)196

=
n

∑
k=1

w(n)
k P(Xk:n − t > x|N(t) = 0). (7)197

Based on the Equation (7), the next theorem extends part (a) of Theorem 2.6 in Samaniego et al.198

(2009), to the systems with different components.199

Theorem 1. Let T1 = ϕ1(X1, . . . ,Xn) and T2 = ϕ2(Y1, . . . ,Yn) be the lifetimes of two coherent systems with
EXC components. Suppose T1 > t, T2 > t, N1(t) = r1 and N2(t) = r2. Let w1, w2, w(n)

1 and w(n)
2 are defined

as before. If w(n)
1 ≤st w(n)

2 and (Xi:n − t|N1(t) = 0)≤st (Yi:n − t|N2(t) = 0) for i = 1, . . . ,n then

(T1 − t|T1 > t,N1(t) = r1)≤st (T2 − t|T2 > t,N2(t) = r2).
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Proof. It is known that if X ≤st Y then Eg(X) ≤ Eg(Y ) for any increasing function g. Let w(n)
1 and w(n)

2200

be the probability vectors of two discrete random variables X and Y , respectively. Note that X ≤st Y as201

w(n)
1 ≤st w(n)

2 . Now in view of the second equality of Equation (7) we have202

E[g(X)] =
n

∑
1

w(n)
1,kP(Xk:n − t > x|N1(t) = 0) = P(T1 − t > x|T1 > t,N1(t) = r1)203

≤ Eg(Y ) =
n

∑
k=1

w(n)
2,kP(Xk:n − t > x|N1(t) = 0)204

≤
n

∑
k=1

w(n)
2,kP(Yk:n − t > x|N2(t) = 0)205

= P(T2 − t > x|T2 > t,N2(t) = r2).206

207

Here is an example that satisfies the conditions of the Theorem 1.208

Example 3. Let T1 = ϕ1(X1,X2,X3) = min{X1,max(X2,X3)} and suppose T2 = ϕ2(Y1,Y2,Y3) = maxYi. We209

consider two following cases.210

211

(i) IID case: Suppose Xi’s and Yi’s are independent and distributed as F̄(x) = e−λx and Ḡ(x) = e−θx,212

respectively and λ > θ . Assume that N1(t) = N2(t) = 1, T1 > t and T2 > t. Now these two systems are213

satisfying the conditions of Theorem 1 as we have:214

s1 = (1/3,2/3,0), s2 = (0,0,1) and therefore w1 = (1,0) and w2 = (0,1).215

Also w(3)
1 = (2/3,1/3,0) and w(3)

2 = (0,1/3,2/3). Obviously w(3)
1 ≤st w(3)

2 and216

F̄t(x) = F̄(x) = e−λx < Ḡt(x) = Ḡ(x) = e−θx.217

It is known that the Binomial distribution B(n, p) is stochastically increasing in p. Therefore from218

Equation (6), we have P(Xi:n − t > x|N1(t) = 0)≤ P(Yi:n − t > x|N2(t) = 0) for i = 1,2,3. It implies that219

(T1 − t|T1 > t,N1(t) = 1)≤st (T2 − t|T2 > t,N2(t) = 1).220

For more clarity, we compare their survival functions as follows. From structures of these two systems221

we have222

P(T1 − t > x|T1 > t,N1(t) = 1) =
2P(X1 > t + x,X2 > t + x,X3 < t)

2P(X1 > t,X2 > t,X3 < t)
223

=
[P(X1 > t + x)]2

[P(X1 > t)]2
224

=
e−2λ (t+x)

e−2λ t = e−2λx.225

Now for the second system we have226

P(T2 − t > x|T2 > t,N2(t) = 1) =
6P(X1 > t + x, t < X2 < t + x,X3 < t)+3P(X1 > t + x,X2 > t + x,X3 < t)

3P(X1 > t,X2 > t,X3 < t)
227

=
6e−θ(t+x)(e−θ t − e−θ(t+x))+3e−2θ(t+x)

3e−2θ t228

= 2e−θx − e−2θx.229
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It is easy to see that
e−2λx ≤ 2e−θx − e−2θx,

as λ > θ .230

231

(ii) EXC case: Let F̄(x1,x2,x3) = e−∑3
1 xi−λx3:3 and Ḡ(y1,y2,y3) = e−∑3

1 yi−θy3:3 where λ > θ and x3:3 =232

max(x1,x2,x3). Again assume that N1(t) = N2(t) = 1, T1 > t and T2 > t. We now verify the conditions of233

Theorem 1.234

If i = 1, then235

P(X1:3 − t > x|N1(t) = 0) = P(X1:3 > t + x)/P(X1:3 > t)236

= F̄(t + x, t + x, t + x)/F̄(t, t, t)237

= e−3t−3x−λ (t+x)/e−3t−λ t = e−3x−λx
238

≤ e−3x−θx
239

= P(Y1:3 − t > x|N2(t) = 0).240

That is (X1:3 − t|N1(t) = 0)≤st (Y1:3 − t|N2(t) = 0). If i = 2, then from exchangeability of Xi’s we have241

P(X2:3 − t > x|N1(t) = 0) =
F̄(t + x, t + x, t + x)+3P(t < X1 < t + x,X2 > t + x,X3 > t + x)

F̄(t, t, t)
242

=
e−3t−3x−λ (t+x)+3(F̄(t, t + x, t + x)− F̄(t + x, t + x, t + x))

e−3t−λ t243

=
3e−3t−2x−λ (t+x)−2e−3t−3x−λ (t+x)

e−3t−λ t = e−λx−2x(3−2e−x)244

≤ e−θx−2x(3−2e−x)245

= P(Y2:3 − t > x|N2(t) = 0).246

That is (X2:3 − t|N1(t) = 0)≤st (Y2:3 − t|N2(t) = 0).247

Similarly it can be shown that (X3:3 − t|N1(t) = 0) ≤st (Y3:3 − t|N2(t) = 0). Hence all conditions of the248

Theorem 1 are satisfied and therefore249

(T1 − t|T1 > t,N1(t) = 1)≤st (T2 − t|T2 > t,N2(t) = 1).250

For more clarity, we also obtain the corresponding survival functions to see that the above stochastic251

ordering between these two systems in fact holds true. For the first system we have252

P(T1 − t > x|T1 > t,N1(t) = 1) =
2P(X1 > t + x,X2 > t + x,X3 < t)

2P(X1 > t,X2 > t,X3 < t)
253

=
F̄(t + x, t + x,0)− F̄(t + x, t + x, t)

F̄(t, t,0)− F̄(t, t, t)
254

=
e−2(t+x)−λ (t+x)− e−3t−2x−λ (t+x)

e−2t−λ t − e−3t−λ t = e−λx−2x.255

Now for the second system we have256

P(T2 − t > x|T2 > t,N2(t) = 1) =
6P(X1 > t + x, t < X2 < t + x,X3 < t)+3P(X1 > t + x,X2 > t + x,X3 < t)

3P(X1 > t,X2 > t,X3 < t)
257

=
6[F̄(t + x, t,0)− F̄(t + x, t, t)− F̄(t + x, t + x,0)+ F̄(t + x, t + x, t)]

3[F̄(t, t,0)− F̄(t, t, t)]
258
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+
3[F̄(t + x, t + x,0)− F̄(t + x, t + x, t)]

3[F̄(t, t,0)− F̄(t, t, t)]
259

=
6[F̄(t + x, t,0)− F̄(t + x, t, t)]−3[F̄(t + x, t + x,0)− F̄(t + x, t + x, t)]

3[F̄(t, t,0)− F̄(t, t, t)]
.260

After algebraic simplifications, it can be shown that

P(T2 − t > x|T2 > t,N2(t) = 1) = 2e−x(1+θ)− e−x(2+θ).

As λ > θ , it is easy to verify that

e−λx−2x ≤ 2e−x(1+θ)− e−x(2+θ).

Therefore again we see that the stochastic ordering between these two used systems with EXC components261

holds true.262

3.1 A proposed dynamic signature263

Let T = ϕ(X1, . . . ,Xn), T > t and N(t) = r. Also suppose w(n−r) = (wr+1, . . . ,wn) is the vector of dynamic264

signature defined in Equation (2) and w(n) is its corresponding usual equivalent dynamic signature which265

is of order n. Here a simple modified dynamic signature w∗ for w(n) is proposed that have some useful266

properties. For i = 1, . . . ,n its coordinates are given below267

w∗
i =

{
0 i ≤ r
wi i > r. (8)268

In EXC case and in view of (7), it is obvious that269

P(T − t > x|T > t,N(t) = r) =
n

∑
k=1

w∗
kP(Xk:n − t > x|N(t) = r). (9)270

Theorem 2. The results of Theorem 1 hold true if w(n)
1 and w(n)

2 , are replaced by w∗
1 and w∗

2, respectively271

and also (Xi:n − t|N1(t) = r1)≤st (Yi:n − t|N2(t) = r2) for i = min(r1,r2)+1, . . . ,n.272

Proof. From Equation (9) and in view of the first equality of Equation (7) we have273

Eg(X) =
n

∑
1

w∗
1,kP(Xk:n − t > x|N1(t) = r1) = P(T1 − t > x|T1 > t,N1(t) = r1)274

≤ Eg(Y ) =
n

∑
k=1

w∗
2,kP(Xk:n − t > x|N1(t) = r1)275

=
n

∑
k=r1+1

w∗
2,kP(Xk:n − t > x|N1(t) = r1)276

=
n

∑
k=min(r1,r2)+1

w∗
2,kP(Xk:n − t > x|N1(t) = r1)277

≤
n

∑
k=min(r1,r2)+1

w∗
2,kP(Yk:n − t > x|N2(t) = r2)278

=
n

∑
k=r2+1

w∗
2,kP(Yk:n − t > x|N2(t) = r2) = P(T2 − t > x|T2 > t,N2(t) = r2).279

We note that P(Xi:n − t > x|N(t) = r) = 0, for i = 1, . . . ,r. This completes the proof of the theorem.280
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Remark 3. In comparisons of used systems, Theorem 1 is an extension of part (a) of Theorem 2.6 in281

Samaniego et al. (2009). On the other hand the conditions of Theorem 2 are less and easier than those282

of Theorem 1. In Theorem 2, we do not need to compute the usual equivalent dynamic signatures w(n)
1283

and w(n)
2 , which are usually obtained after lengthy computations on dynamic signatures. Also the number284

of stochastic comparisons of conditional random variables in Theorem 2 is n−min(r1,r2) which is less285

than that of Theorem 3.1, that is n. One may verify the possibility of happening the following situation:286

w(n)
1 ≤st w(n)

2 but w∗
1 and w∗

2 are not ordered.287

Obviously, in this case the proposed dynamic signature w∗ is not applicable and one should use w(n).288

But the converse of this case may also happen (see the following example when the system components289

lifetimes are IID).290

Therefore as the above discussed, among w(n) and w∗ one should clearly first take w∗ into consideration,291

particularly when w(n) is not usable. See the following example.292

Example 4. Let s1 = (0,0,0,4/5,1/5) and s2 = (0,0,3/5,1/5,1/5) be the signatures of two systems293

consisting of different IID components and suppose N1(t) = 2 and N2(t) = 3. From Equation (2), it implies294

that w1 = (0,4/5,1/5) and w2 = (1/2,1/2). Also it is easy to see that the equivalent vectors of w1 and295

w2 are w(5)
1 = 0.01× (0,24,34,30,12) and w(5)

2 = (1/5,1/5,1/5,1/5,1/5), respectively. Note that in view of296

the usual stochastic order, w(5)
1 and w(5)

2 are not ordered. Therefore, regardless the system components297

be common or not, for comparing of two mentioned used systems, part (a) of Theorem 2.6 in Samaniego298

et al. (2009), and Theorem 1, both are not usable. Whereas,299

w∗
1 = (0,0,0,4/5,1/5)≤st w∗

2 = (0,0,0,1/2,1/2).300

Hence, under the assumptions of Theorem 2, we have (T1 − t|T1 > t,N1(t) = 2)≤st (T2 − t|T2 > t,N2(t) = 3).301

4 Some unique aging properties of the series systems302

The preservation of reliability aging classes under the formation of coherent systems is an important topic303

in reliability studies. This section considers the preservation of IFR and DFR classes in series systems and304

particularly shows that among the coherent systems with INID or IID components, the series systems are305

only DFR closed systems. This result is mainly obtained based on the system signatures. For a detailed306

study on the preservation of reliability aging classes under the formation of coherent systems refer to307

Navarro et al. (2013).308

Let T = ϕ(X1, . . . ,Xn) be the lifetime of a coherent system in which the component lifetimes Xi’s are IID309

and have a common absolutely continuous distribution F .310

Definition 3. (Samaniego (1985)) A system is said to be IFR (DFR) closed if T has an IFR (DFR)311

distribution whenever F is an IFR (DFR) distribution. A class of systems is IFR (DFR) closed if each312

system in the class is IFR (DFR) closed.313

Samaniego (1985) showed that a coherent system with lifetime T = ϕ(X1, . . . ,Xn) and with IID com-
ponents is IFR closed if and only if

k(x) =
∑n−1

i=0 (n− i)si+1
(n

i

)
xi

∑n−1
i=0 (∑

n
j=i+1 s j)

(n
i

)
xi
, x ∈ (0,∞)

is increasing in x where s = (s1, . . . ,sn) is the system signature.314

It is well known that the class of k-out-of-n systems (i.e., systems that work when at least k of their315

n components work) is IFR closed (see for example Barlow and Proschan (1975)).316

Note that all coherent systems with IID components are not necessary IFR closed. For example, in the317

system with lifetime T = max{X1,min(X2,X3)}, k(x) is not a monotone function.318
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Remark 4. It is easy to see that the system is DFR closed if and only if k(x) is decreasing in x. Also319

note that if a system be IFR and DFR closed both, then k(x) should be a constant function. That is, si = 0320

for i = 2, . . . ,n and therefore s1 = 1. It means that, only the series systems are both IFR and DFR closed.321

This result is also proved in Navarro et al. (2013). Note that only in a series system s = (1,0, . . . ,0).322

Remark 5. Using the signatures of all 28 coherent systems of order n ≤ 4 and verifying the monotonicity323

of k(x), we observed that in each case it is not decreasing except for series systems in which obviously324

we have k(x) = n. Based on this observation, we conjectured that the series systems are only DFR closed325

systems. This unique property of the series systems is proved in the following lemma, for both IID and326

INID cases. First see an example given in Barlow and Proschan (1975) which is needed in the sequel.327

Example 5. Let T = max(X1,X2) where X1 and X2 are independent and Xi is exponentially distributed328

with parameter λi, i = 1,2. Then the failure rate function of T is not monotone if λ1 ̸= λ2, but T has an329

IFR distribution if λ1 = λ2.330

Lemma 2. A coherent system with INID components is a DFR closed system if and only if it be series.331

Proof. It is well-known that if T = min(X1, . . . ,Xn) and Xi’s are independent with hXi(t) as the failure332

rate function of Xi then hT (t) = ∑n
1 hXi(t) and therefore a series system is obviously both IFR and DFR333

closed system. Now to prove the Lemma, we use induction on the values of n. For n = 2 and from334

Example 5, note that T can not be max(X1,X2), as its failure rate function is not monotone and therefore335

T = min(X1,X2). Now assume that the result of the Lemma holds true for the systems of order n− 1336

that is if ϕ(X1, . . . ,Xn−1) is DFR when X1, . . . ,Xn−1 are DFR then ϕ(X1, . . . ,Xn−1) = min(X1, . . . ,Xn−1) or337

equivalently its structure function is ϕ(x1, . . . ,xn−1) = ∏n−1
1 xi.338

Now suppose ϕ(X1, . . . ,Xn) is DFR when X1, . . . ,Xn are DFR. One can consider the system of order n as a339

system of order 2 in which the subsystem consisting of x1, . . .xn−1 is its first component and xn is the second.340

We note that the main system of order n is DFR closed, therefore both subsystems ϕ(x1, . . . ,xn−1,1)341

and ϕ(x1, . . . ,xn−1,0), which are of order n − 1 should be DFR closed (otherwise one can easily give342

the examples of some structures ϕ(X1, . . . ,Xn), such that when the substructures ϕ(X1, . . . ,Xn−1,1) and343

ϕ(X1, . . . ,Xn−1,0) are not DFR closed then the main structure ϕ(X1, . . . ,Xn) is also not DFR closed).344

Now by pivoting on component n and using induction assumption, we conclude that, both subsystems345

ϕ(x1, . . . ,xn−1,1) and ϕ(x1, . . . ,xn−1,0), which are of order n−1, have the series structures. On the other346

hand, in view of the case where n = 2, these two subsystems and component n are also in series. That is347

ϕ(x1, . . . ,xn−1,1) = ∏n−1
1 xi ×1 and ϕ(x1, . . . ,xn−1,0) = ∏n−1

1 xi ×0. Therefore we have348

ϕ(x1, . . . ,xn) = xnϕ(x1, . . . ,xn−1,1)+(1− xn)ϕ(x1, . . . ,xn−1,0) = xn ×
n−1

∏
1

xi +0 =
n

∏
1

xi.349

This completes the proof of the lemma.350

Note that Lemma 2 holds true in IID case. That is the series systems with IID components are only351

DFR closed systems. Therefore Lemma 2 extends a previous result in Lindqvist and Samaniego (2019)352

for IID case.353

Remark 6. Based on Lemma 2, one can similarly show that the series systems with INID components354

are only IFR closed systems. Note that unlike the unique property of DFR closedness of the series systems355

in both IID and INID cases, the class of IFR closed systems with IID components is not contained only356

by the series systems, as mentioned before it also includes the k-out-of-n systems.357

The result of the Lemma 2 and the mentioned property in Remark 6, extend the Proposition 2.1 in358

Navarro et al. (2013) from IID to INID case. Proposition 2.5 in Navarro et al. (2013), gives a sufficient359

condition for a coherent system with INID components to be IFR(DFR) closed. Therefore in view of360

Remark 6, Lemma 2 presents a more stronger result than the Proposition 2.5 in Navarro et al. (2013).361

Also for the systems with dependent components, some conditions are obtained in Navarro et al. (2013).362

They showed that for different coherent systems, some aging classes are preserved.363
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5 Concluding remarks364

This paper presents new properties and applications of system signatures and dynamic signatures, which365

are essential tools for analyzing the stochastic behavior and aging characteristics of coherent and used366

systems. Following an extensive review in Section 2, we explored comparisons among coherent systems367

and examined the relationships between the structure function, reliability function, and system signature.368

The main contributions are presented in Sections 3 and 4. In Section 3, we investigate comparisons of369

the residual lifetimes of coherent used systems. By introducing the concept of an equivalent dynamic370

signature, we derive extended results for systems composed of different exchangeable components. Ad-371

ditionally, we propose an alternative to the equivalent dynamic signature, which exhibits several useful372

properties for comparing used systems.373

Section 4 focuses on unique aging properties of series systems. Specifically, we study the relationship374

between system signatures and the concepts of IFR and DFR closed systems. It is shown that, under375

INID and IID assumptions, series systems are only DFR closed, thereby extending existing results in the376

literature. Illustrative examples are provided throughout the paper to clarify and support the theoretical377

findings.378
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