# Two numerical methods for nonlinear constrained quadratic optimal control problems using linear B-spline functions 

Y. Edrisi-Tabriz, M. Lakestani* and A. Heydari


#### Abstract

This paper presents two numerical methods for solving the nonlinear constrained optimal control problems including quadratic performance index. The methods are based upon linear B-spline functions. The properties of B-spline functions are presented. Two operational matrices of integration are introduced for related procedures. These matrices are then utilized to reduce the solution of the nonlinear constrained optimal control to a nonlinear programming one to which existing well-developed algorithms may be applied. Illustrative examples are included to demonstrate the validity and applicability of the presented techniques.


Keywords: Optimal control problem; Linear B-spline function; Integration matrix; Collocation method.

## 1 Introduction

Solving an optimal control problem is not easy. Because of the complexity of most applications, optimal control problems are most often solved numerically. Numerical methods for solving optimal control problems date back nearly five decades to the 1950s with the work of Bellman [2-4]. Numerical methods for solving optimal control problems are divided into two major classes: direct methods and indirect methods.

[^0]In an indirect method, the calculus of variations $[14,24]$ is used to determine the first-order optimality conditions of the original optimal control problem. The indirect approach leads to a multiple-point boundary-value problem that is solved to determine candidate optimal trajectories called extremals. Each of the computed extremals is then examined to see if it is a local minimum, maximum, or a saddle point. Of the locally optimizing solutions, the particular extremal with the lowest cost is chosen.

One of the widely used methods to solve optimal control problems is the direct method. There is a large number of research papers that employ this method to solve optimal control problems (see for example [5, $6,10,15$, $25,26,28]$ and the references therein). This method converts the optimal control problem into a mathematical programming problem by using either the discretization technique $[5,6]$ or the parameterization technique $[10,25$, $26,28]$.

The discretization technique converts the optimal control problem into a nonlinear programming problem with a large number of unknown parameters and a large number of constraints [6]. On the other hand, parameterizing the control variables $[10,28]$ requires the integration of the state equations. While the simultaneous parameterization of both the state variables and the control variables [28] results in a nonlinear programming problem with a large number of parameters and a large number of equality constraints.

In the last several years, various methods have been proposed to solve these problems. Yen and Nagurka [32] proposed a method based on the state parameterization, using Fourier series, to solve the linear-quadratic optimal control problem (with equal number of state variables and control variables) subject to state and control inequality constraints. Also Razzaghi and Elnagar [30] proposed a method to solve the unconstrained linear-quadratic optimal control problem with equal number of state and control variables. Their approach is based on using the shifted Legendre polynomials to parameterize the derivative of each of the state variables. In [16] Jaddu and Shimemura proposed a method to solve the linear-quadratic and the nonlinear optimal control problems by using Chebyshev polynomials to parameterize some of the state variables, then the remaining state variables and the control variables are determined from the state equations. The approach proposed in [28] is based on approximating the state variables and control variables with hybrid functions.

In this paper, we present two computational methods for solving nonlinear constrained quadratic optimal control problems by using linear B-spline functions. The methods are based on approximating the state variables and the control variables with a semiorthogonal linear B-spline functions [21]. Our methods consists of reducing the optimal control problem to a NLP one by first expanding the state rate $\dot{x}(t)$ and the control $u(t)$ as a linear B-spline functions with unknown coefficients. These functions are introduced. For the approximation of the integral, the operational matrix of integration $\mathbf{I}_{\phi}$ is
given. Two operational matrices of integration are calculated using (i) dual basis functions and (ii) interpolation basis functions.

The paper is organized as follows: In Section 2 we describe the basic formulation of the linear B-spline functions required for our subsequent development. Section 3 is devoted to the formulation of optimal control problems. Section 4 summarizes the application of these methods to the optimal control problems, and in Section 5, we report our numerical findings and demonstrate the accuracy of the proposed methods. Sections 6 completes this paper with a brief conclusion.

## 2 Properties of B-spline functions

### 2.1 Linear B-spline functions on $[0,1]$

The $m$ th-order cardinal B-spline $N_{m}(t)$ has the knot sequence $\{\ldots,-1,0,1, \ldots\}$ and consists of polynomials of order $m$ (degree $m-1$ ) between the knots. Let $N_{1}(t)=\chi_{[0,1]}(t)$ be the characteristic function of $[0,1]$. Then for each integer $m \geqslant 2$, the $m$ th-order cardinal B-spline is defined, inductively by $[8,13]$

$$
\begin{equation*}
N_{m}(t)=\left(N_{m-1} * N_{1}\right)(t)=\int_{-\infty}^{\infty} N_{m-1}(t-\tau) N_{1}(\tau) d \tau=\int_{0}^{1} N_{m-1}(t-\tau) d \tau \tag{1}
\end{equation*}
$$

It can be shown [7] that $N_{m}(t)$ for $m \geqslant 2$ can be achieved using the following formula

$$
N_{m}(t)=\frac{t}{m-1} N_{m-1}(t)+\frac{m-t}{m-1} N_{m-1}(t-1)
$$

recursively, and $\operatorname{supp}\left[N_{m}(t)\right]=[0, m]$.
The explicit expressions of $N_{2}(t)$ (linear B-spline function) are $[7,8,13]$

$$
N_{2}(t)= \begin{cases}t & t \in[0,1]  \tag{2}\\ 2-t t \in[1,2] \\ 0 & \text { elsewhere }\end{cases}
$$

Suppose $N_{j, k}(t)=N_{2}\left(2^{j} t-k\right), j, k \in \mathbb{Z}$ and $B_{j, k}=\operatorname{supp}\left[N_{j, k}(t)\right]=\operatorname{clos}\{t$ : $\left.N_{j, k}(t) \neq 0\right\}$. It is easy to see that

$$
B_{j, k}=\left[2^{-j} k, 2^{-j}(2+k)\right], \quad j, k \in \mathbb{Z}
$$

To use these functions on $[0,1]$,

$$
S_{j}=\left\{k: B_{j, k} \cap[0,1] \neq \emptyset\right\}, \quad j \in \mathbb{Z}
$$

It is easy to see that $\min \left\{S_{j}\right\}=-1$ and $\max \left\{S_{j}\right\}=2^{j}-1, j \in \mathbb{Z}$.

The support of $N_{j, k}(t)$ may be out of interval $[0,1]$, we need that these functions intrinsically defined on $[0,1]$ so we put

$$
\begin{equation*}
\phi_{j, k}(t)=N_{j, k}(t) \chi_{[0,1]}(t), \quad j \in \mathbb{Z}, \quad k \in S_{j} . \tag{3}
\end{equation*}
$$

### 2.2 The function approximation

Suppose $\Phi_{j}(t)$ is a $\left(2^{j}+1\right)$-vector as

$$
\begin{equation*}
\Phi_{j}(t)=\left[\phi_{j,-1}(t), \phi_{j, 0}(t), \ldots, \phi_{j, 2^{j}-1}(t)\right]^{T}, \quad j \in \mathbb{Z} \tag{4}
\end{equation*}
$$

For a fixed $j=M$, a function $f(t) \in L^{2}[0,1]$ may be represented by the linear B-spline functions as

$$
\begin{equation*}
f(t) \simeq \sum_{k=-1}^{2^{M}-1} s_{k} \phi_{M, k}(t)=S^{T} \Phi_{M}(t) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
S=\left[s_{-1}, s_{0}, \ldots, s_{2^{M}-1}\right]^{T} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{k}=f\left(\frac{k+1}{2^{M}}\right), \quad k=-1, \ldots, 2^{M}-1 \tag{7}
\end{equation*}
$$

Note that the functions $\phi_{M, k}(t)$ satisfy in the relation

$$
\phi_{M, k}\left(\frac{i+1}{2^{M}}\right)=\delta_{k, i}=\left\{\begin{array}{l}
1, k=i, \\
0, k \neq i,
\end{array} \quad i=-1, \ldots, 2^{M}-1 .\right.
$$

So we have

$$
\begin{equation*}
\Phi_{M}\left(t_{i}\right)=e_{i}, \quad t_{i}=\frac{i+1}{2^{M}}, \quad i=-1, \ldots, 2^{M}-1 \tag{8}
\end{equation*}
$$

where $e_{i}$ is the $i$ th column of unit matrix of order $2^{M}+1[21]$.

### 2.3 Two operational matrices of integration

Suppose

$$
\begin{equation*}
\Phi_{M}^{f}(t)=\int_{0}^{t} \Phi_{M}(\tau) d \tau \tag{9}
\end{equation*}
$$

then the integration of vectors $\Phi_{M}$ in (4) can be expressed as

$$
\begin{equation*}
\Phi_{M}^{J}=\mathbf{I}_{\phi} \Phi_{M}, \tag{10}
\end{equation*}
$$

where $\mathbf{I}_{\phi}$ is $\left(2^{M}+1\right) \times\left(2^{M}+1\right)$ operational matrix of integration for the linear B-spline functions on $[0,1]$. We construct $\mathbf{I}_{\phi}$ using the following two methods:

Method 1.

$$
\begin{equation*}
\mathbf{I}_{\phi}=\int_{0}^{1} \Phi_{M}^{\int}(t) \widetilde{\Phi}_{M}^{T}(t) d t \tag{11}
\end{equation*}
$$

where $\widetilde{\Phi}_{M}$ is the vector of dual basis of $\Phi_{M}$ which can be obtained using the linear combinations of $\phi_{j, k}[22,23]$ as

$$
\begin{equation*}
\widetilde{\Phi}_{M}=\mathbf{P}^{-1} \Phi_{M} \tag{12}
\end{equation*}
$$

where

$$
\mathbf{P}=\int_{0}^{1} \Phi_{M}(t) \Phi_{M}^{T}(t) d t=2^{-M}\left[\begin{array}{ccccc}
\frac{1}{3} & \frac{1}{6} & & &  \tag{13}\\
\frac{1}{6} & \frac{2}{3} & \frac{1}{6} & & \\
& \ddots & \ddots & \ddots & \\
& & \frac{1}{6} & \frac{2}{3} & \frac{1}{6} \\
& & & \frac{1}{6} & \frac{1}{3}
\end{array}\right]
$$

Replacing (12) in (11) we get

$$
\begin{equation*}
\mathbf{I}_{\phi}=\left(\int_{0}^{1} \Phi_{M}^{f}(t) \Phi_{M}^{T}(t) d t\right) \mathbf{P}^{-1}=\mathbf{E}\left(\mathbf{P}^{-1}\right) \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{E}=\int_{0}^{1} \Phi_{M}^{\jmath}(t) \Phi_{M}^{T}(t) d t \tag{15}
\end{equation*}
$$

By using Eqs. (9) and (15) we obtain

$$
\mathbf{E}=2^{-(2 M+1)}\left[\begin{array}{ccccccc}
\frac{1}{4} & \frac{11}{12} & 1 & \cdots & \cdots & 1 & \frac{1}{2} \\
\frac{1}{12} & 1 & \frac{23}{12} & 2 & \cdots & 2 & 1 \\
& \ddots & \ddots & \ddots & \ddots & \vdots & \vdots \\
& & \ddots & \ddots & \ddots & 2 & \vdots \\
& & & & & & \\
& & & \ddots & 1 & \frac{23}{12} & 1 \\
& & & & \frac{1}{12} & 1 & \frac{11}{12} \\
& & & & & \frac{1}{12} & \frac{1}{4}
\end{array}\right]
$$

## Method 2.

In this method, we approximate $\Phi_{M}^{\int}$ using linear B-spline functions and then construct $\mathbf{I}_{\phi}$. Suppose

$$
\begin{equation*}
\Phi_{M}^{f}=\left[L_{1}(t) L_{2}(t) \cdots L_{2^{M}+1}(t)\right]^{T} \tag{16}
\end{equation*}
$$

where using Eq. (4) we have

$$
L_{i}(t)=\int_{0}^{t} \phi_{M, i-2}(\tau) d \tau, \quad i=1, \ldots 2^{M}+1, \quad M \in \mathbb{Z}
$$

Finally from Eq. (7) we get

$$
\begin{equation*}
\left(\mathbf{I}_{\phi}\right)_{i j}=L_{i}\left(\frac{j-1}{2^{M}}\right), \quad i=1, \ldots 2^{M}+1, \quad j=1, \ldots 2^{M}+1 \tag{17}
\end{equation*}
$$

where $\left(\mathbf{I}_{\phi}\right)_{i j}$ denotes the $i j$-th element of matrix $\mathbf{I}_{\phi}$. Final form of this matrix is as follows:

$$
\mathbf{I}_{\phi}=2^{-(M+1)}\left[\begin{array}{rrrr}
0 & 1 & 1 & \cdots \tag{18}
\end{array}\right)
$$

## 3 Problem statement

The problem we are treating is to find the optimal control $\mathbf{u}^{*}(t)$ and the corresponding optimal state trajectory $\mathbf{x}^{*}(t)$ that minimizes the performance index

$$
\begin{equation*}
J=\frac{1}{2} \mathbf{x}^{T}\left(t_{f}\right) \mathbf{Z} \mathbf{x}\left(t_{f}\right)+\frac{1}{2} \int_{t_{0}}^{t_{f}}\left(\mathbf{x}^{T}(t) \mathbf{Q}(t) \mathbf{x}(t)+\mathbf{u}^{T}(t) \mathbf{R}(t) \mathbf{u}(t)\right) d t \tag{19}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \dot{\mathbf{x}}(t)=\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t), t)  \tag{20}\\
& \Psi\left(\mathbf{x}\left(t_{0}\right), t_{0}, \mathbf{x}\left(t_{f}\right), t_{f}\right)=0  \tag{21}\\
& \mathbf{g}_{i}(\mathbf{x}(t), \mathbf{u}(t), t) \leqslant 0, \quad i=1,2, \ldots, w \tag{22}
\end{align*}
$$

where $\mathbf{Z}$ and $\mathbf{Q}(t)$ are positive semidefinite matrices, $\mathbf{R}(t)$ is a positive definite matrix, $t_{0}$ and $t_{f}$ are known initial and terminal time respectively, $\mathbf{x}(t)=\left(x_{i}(t)\right)_{i=1}^{l}$ is the state vector, $\mathbf{u}(t)=\left(u_{j}(t)\right)_{j=1}^{q}$ is the control vector and $\mathbf{f}, \mathbf{g}_{i}(i=1,2, \ldots, w)$ are nonlinear functions. This problem is defined on the time interval $t \in\left[t_{0}, t_{f}\right]$. Certain numerical techniques (like B-spline functions) require a fixed time interval, such as $[0,1]$. The independent variable can be mapped to the general interval $\tau \in[0,1]$ via the affine transformation

$$
\begin{equation*}
\tau=\frac{t-t_{0}}{t_{f}-t_{0}} \tag{23}
\end{equation*}
$$

Note that this mapping is still valid with free initial and final times. Using Eq. (23), this problem can be redefined as follows:

Minimize the performance index

$$
\begin{equation*}
J=\frac{1}{2} \mathbf{x}^{T}(1) \mathbf{Z} \mathbf{x}(1)+\frac{1}{2}\left(t_{f}-t_{0}\right) \int_{0}^{1}\left(\mathbf{x}^{T}(\tau) \mathbf{Q}(\tau) \mathbf{x}(\tau)+\mathbf{u}^{T}(\tau) \mathbf{R}(\tau) \mathbf{u}(\tau)\right) d \tau \tag{24}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \frac{d \mathbf{x}}{d \tau}=\left(t_{f}-t_{0}\right) \mathbf{f}\left(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau ; t_{0}, t_{f}\right),  \tag{25}\\
& \Psi\left(\mathbf{x}(0), t_{0}, \mathbf{x}(1), t_{f}\right)=0  \tag{26}\\
& \mathbf{g}_{i}\left(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau ; t_{0}, t_{f}\right) \leqslant 0, \quad i=1,2, \ldots, w, \quad \tau \in[0,1] \tag{27}
\end{align*}
$$

## 4 The proposed method

Let

$$
\begin{align*}
& \hat{\Phi}_{M, l}(t)=I_{l} \otimes \Phi_{M}(t)  \tag{28}\\
& \hat{\Phi}_{M, q}(t)=I_{q} \otimes \Phi_{M}(t) \tag{29}
\end{align*}
$$

where $I_{l}$ and $I_{q}$ are $l \times l$ and $q \times q$ dimensional identity matrices, $\Phi_{M}(t)$ is $\left(2^{M}+1\right)$-vector, $\otimes$ denotes Kronecker product $[20]$ and $\hat{\Phi}_{M, l}(t)$ and $\hat{\Phi}_{M, q}(t)$ are matrices of order $l\left(2^{M}+1\right) \times l$ and $q\left(2^{M}+1\right) \times q$. Assume that each of $\dot{\mathbf{x}}_{i}(t), i=1,2, \ldots, l$, and each of $\mathbf{u}_{j}(t), j=1,2, \ldots, q$, can be written in terms of linear B-spline functions as

$$
\begin{aligned}
& \dot{\mathbf{x}}_{i}(t) \simeq \Phi_{M}^{T}(t) \mathbf{X}_{i}, \\
& \mathbf{u}_{j}(t) \simeq \Phi_{M}^{T}(t) \mathbf{U}_{j} .
\end{aligned}
$$

Then using Eqs. (28) and (29) we have

$$
\begin{align*}
\dot{\mathbf{x}}(t) & \simeq \hat{\Phi}_{M, l}^{T}(t) \mathbf{X}  \tag{30}\\
\mathbf{u}(t) & \simeq \hat{\Phi}_{M, q}^{T}(t) \mathbf{U} \tag{31}
\end{align*}
$$

where X and U are vectors of orders $l\left(2^{M}+1\right)$ and $q\left(2^{M}+1\right)$, respectively, given by

$$
\begin{aligned}
& \mathbf{X}=\left[\mathbf{X}_{1}^{T}, \mathbf{X}_{2}^{T}, \ldots, \mathbf{X}_{l}^{T}\right]^{T} \\
& \mathbf{U}=\left[\mathbf{U}_{1}^{T}, \mathbf{U}_{2}^{T}, \ldots, \mathbf{U}_{q}^{T}\right]^{T}
\end{aligned}
$$

Similarly we have

$$
\begin{equation*}
\mathbf{x}(0) \simeq \hat{\Phi}_{M, l}^{T}(t) \mathbf{A}_{0} \tag{32}
\end{equation*}
$$

where $\mathbf{A}_{0}$ is a vector of order $l\left(2^{M}+1\right)$ given by

$$
\mathbf{A}_{0}=\left[a_{1}^{T}, a_{2}^{T}, \ldots, a_{l}^{T}\right]^{T}
$$

By integrating Eq. (30) from 0 to $t$ we get

$$
\begin{equation*}
\mathbf{x}(t)-\mathbf{x}(0)=\int_{0}^{t} \hat{\Phi}_{M, l}^{T}(\tau) \mathbf{X} d \tau \simeq\left(I_{l} \otimes \Phi_{M}^{T}(t)\right)\left(I_{l} \otimes \mathbf{I}_{\phi}^{T}\right) \mathbf{X}=\hat{\Phi}_{M, l}^{T}(t) \hat{\mathbf{I}}_{\phi}^{T} \mathbf{X} \tag{33}
\end{equation*}
$$

where $\mathbf{I}_{\phi}$ is an operational matrix of integration given in Eq. (14). From Eqs. (32) and (33) we obtain

$$
\begin{equation*}
\mathbf{x}(t) \simeq \hat{\Phi}_{M, l}^{T}(t)\left(\mathbf{A}_{0}+\hat{\mathbf{I}}_{\phi}^{T} \mathbf{X}\right) \tag{34}
\end{equation*}
$$

### 4.1 The performance index approximation

By substituting Eqs. (31)-(34) in Eq. (24) we get

$$
\begin{align*}
J= & \frac{1}{2}\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right)^{T}\left(\hat{\Phi}_{M, l}(1) \mathbf{Z} \hat{\Phi}_{M, l}^{T}(1)\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right) \\
& +\frac{1}{2}\left(t_{f}-t_{0}\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right)^{T}\left(\int_{0}^{1} \hat{\Phi}_{M, l}(t) \mathbf{Q}(t) \hat{\Phi}_{M, l}^{T}(t) d t\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right) \\
& +\frac{1}{2}\left(t_{f}-t_{0}\right) \mathbf{U}^{T}\left(\int_{0}^{1} \hat{\Phi}_{M, q}(t) \mathbf{R}(t) \hat{\Phi}_{M, q}^{T}(t) d t\right) \mathbf{U} \tag{35}
\end{align*}
$$

Eq. (35) can be computed more efficiently by writing $J$ as

$$
\begin{align*}
J= & \frac{1}{2}\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right)^{T}\left(\mathbf{Z} \otimes \Phi_{M}(1) \Phi_{M}^{T}(1)\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right) \\
& +\frac{1}{2}\left(t_{f}-t_{0}\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right)^{T}\left(\int_{0}^{1} \mathbf{Q}(t) \otimes \Phi_{M}(t) \Phi_{M}^{T}(t) d t\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right) \\
& +\frac{1}{2}\left(t_{f}-t_{0}\right) \mathbf{U}^{T}\left(\int_{0}^{1} \mathbf{R}(t) \otimes \Phi_{M}(t) \Phi_{M}^{T}(t) d t\right) \mathbf{U} \tag{36}
\end{align*}
$$

For problems with time-varying performance index, $\mathbf{Q}(t)$ and $\mathbf{R}(t)$ are functions of time and

$$
\int_{0}^{1} \mathbf{Q}(t) \otimes \Phi_{M}(t) \Phi_{M}^{T}(t) d t, \quad \int_{0}^{1} \mathbf{R}(t) \otimes \Phi_{M}(t) \Phi_{M}^{T}(t) d t
$$

can be evaluated numerically. For time-invariant problems, $Q(t)$ and $R(t)$ are constant matrices and can be removed from the integrals. In this case,

Eq. (36) can be rewritten as

$$
\begin{align*}
J(\mathbf{X}, \mathbf{U})= & \frac{1}{2}\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right)^{T}\left(\mathbf{Z} \otimes \Phi_{M}(1) \Phi_{M}^{T}(1)\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right) \\
& +\frac{1}{2}\left(t_{f}-t_{0}\right)\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right)^{T}(\mathbf{Q} \otimes \mathbf{P})\left(\mathbf{A}_{0}+\mathbf{I}_{\phi}^{T} \mathbf{X}\right) \\
& +\frac{1}{2}\left(t_{f}-t_{0}\right) \mathbf{U}^{T}(\mathbf{R} \otimes \mathbf{P}) \mathbf{U} \tag{37}
\end{align*}
$$

### 4.2 The system constraints approximation

We approximate the system constraints as follows:
Using Eqs. (30), (31) and (34) the system constraints (25), (26) and (27) became

$$
\begin{align*}
& \hat{\Phi}_{M, l}^{T}(t) \mathbf{X}=\left(t_{f}-t_{0}\right) \mathbf{f}\left(\hat{\Phi}_{M, l}^{T}(t)\left(A_{0}+\hat{\mathbf{I}}_{\phi}^{T} \mathbf{X}\right), \hat{\Phi}_{M, q}^{T}(t) \mathbf{U}, t ; t_{0}, t_{f}\right),  \tag{38}\\
& \Psi\left(\hat{\Phi}_{M, l}^{T}(0)\left(A_{0}+\hat{\mathbf{I}}_{\phi}^{T} \mathbf{X}\right), t_{0}, \hat{\Phi}_{M, l}^{T}(1)\left(A_{0}+\hat{\mathbf{I}}_{\phi}^{T} \mathbf{X}\right), t_{f}\right)=0  \tag{39}\\
& \mathbf{g}_{i}\left(\hat{\Phi}_{M, l}^{T}(t)\left(A_{0}+\hat{\mathbf{I}}_{\phi}^{T} \mathbf{X}\right), \hat{\Phi}_{M, q}^{T}(t) \mathbf{U}, t ; t_{0}, t_{f}\right) \leqslant 0, \quad i=1,2, \ldots, w . \tag{40}
\end{align*}
$$

We collocate Eqs. (38) and (40) at Newton-cotes nodes $t_{k}$,

$$
\begin{equation*}
t_{k}=\frac{k-1}{2^{M}}, \quad k=1,2, \ldots, 2^{M}+1 \tag{41}
\end{equation*}
$$

The optimal control problem has now been reduced to a parameter optimization problem which can be stated as follows:

Find $\mathbf{X}$ and $\mathbf{U}$ so that $J(\mathbf{X}, \mathbf{U})$ is minimized (or maximized) subject to Eq. (39) and

$$
\begin{gather*}
\hat{\Phi}_{M, l}^{T}\left(t_{k}\right) \mathbf{X}=\left(t_{f}-t_{0}\right) \mathbf{f}\left(\hat{\Phi}_{M, l}^{T}\left(t_{k}\right)\left(A_{0}+\hat{\mathbf{I}}_{\phi}^{T} \mathbf{X}\right), \hat{\Phi}_{M, q}^{T}\left(t_{k}\right) \mathbf{U}, t_{k}\right),  \tag{42}\\
\mathbf{g}_{i}\left(\hat{\Phi}_{M, l}^{T}\left(t_{k}\right)\left(A_{0}+\hat{\mathbf{I}}_{\phi}^{T} \mathbf{X}\right), \hat{\Phi}_{M, q}^{T}\left(t_{k}\right) \mathbf{U}, t_{k} ; t_{0}, t_{f}\right) \leqslant 0  \tag{43}\\
i=1,2, \ldots, w, \quad k=1,2, \ldots, 2^{M}+1
\end{gather*}
$$

Many well-developed nonlinear programming techniques can be used to solve this extremum problem (see, e.g. [1, 9, 11]).

## 5 Illustrative examples

This section is devoted to numerical examples. All problems were programmed in MAPLE, running on a Pentium $4,2.4-\mathrm{GHz}$ PC with 4 GB of RAM. Also we solved the obtained nonlinear programming that is minimize
(or maximize) $J(\mathbf{X}, \mathbf{U})$ subject to Eqs. (39), (42) and (43), using "NLPsolve" command in MAPLE program. To illustrate our techniques, we present five numerical examples and make a comparison with some of the results in the literatures.
Example 1. This example is adapted from [18]. Find the control vector $u(t)$ which minimizes

$$
\begin{equation*}
J=\frac{1}{2} \int_{0}^{1}\left(x_{1}^{2}(t)+u^{2}(t)\right) d t \tag{44}
\end{equation*}
$$

subject to

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{x}_{1}(t) \\
\dot{x}_{2}(t)
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u(t),}  \tag{45}\\
& {\left[\begin{array}{l}
x_{1}(0) \\
x_{2}(0)
\end{array}\right]=\left[\begin{array}{c}
0 \\
10
\end{array}\right]} \tag{46}
\end{align*}
$$

and subject to the following inequality control constraint

$$
\begin{equation*}
|u(t)| \leqslant 1 . \tag{47}
\end{equation*}
$$

In Table 1, the minimum of J using the rationalized Haar functions [29], hybrid of block-pulse and Legendre polynomials [25], hybrid of block-pulse and Bernoulli polynomials [28] and present two methods are listed. In Figure 1 , the control and state variables with the absolute value of constraint's errors for $M=8$, are reported.

Table 1: Estimated values of $J$ for Example 1

| Method | $J$ | CPUTime |
| :--- | :--- | :--- |
| Rationalized Haar functions [29] |  |  |
| $K=4$ | 8.07473 | 0.389 |
| $K=8$ | 8.07065 | 0.546 |
| Hybrid of block-pulse and Legendre $[25]$ |  | 1.592 |
| $N=4, M_{1}=3$ | 8.07059 | 4.304 |
| $N=4, M_{1}=4$ | 8.07056 |  |
| Hybrid of block-pulse and Bernoulli [28] |  | 1.858 |
| $N=4, M=2$ | 8.07058 |  |
| $N=4, M=3$ | 8.07055 | 1.075 |
| Present method 1 |  | 1.453 |
| $M=6$ | 8.07056208507474 | 1.722 |
| $M=7$ | 8.07056206359357 |  |
| $M=8$ | 8.07056204949560 | 0.665 |
| Present method 2 |  | 1.009 |
| $M=6$ | 8.07043910532066 | 1.341 |
| $M=7$ | 8.07053132323846 |  |
| $M=8$ | 8.07055438812380 |  |



Figure 1: State and control variables and the constraint errors $\left|\dot{x}_{1}(t)-x_{2}(t)\right|$ and $\mid \dot{x}_{2}(t)+$ $x_{2}(t)-u(t) \mid$ for Example 1 using Method 1 (left) and using Method 2 (right) with $M=8$

Example 2. Consider the Breakwell problem [12]. The performance index to be minimized is given by

$$
\begin{equation*}
J=\frac{1}{2} \int_{0}^{1} u^{2}(t) d t \tag{48}
\end{equation*}
$$

subject to the state equations

$$
\begin{equation*}
\dot{x}_{1}(t)=x_{2}(t), \quad \dot{x}_{2}(t)=u(t) \tag{49}
\end{equation*}
$$

with the endpoint conditions

$$
\begin{equation*}
x_{1}(0)=x_{1}(1)=0, \quad x_{2}(0)=-x_{2}(1)=1 \tag{50}
\end{equation*}
$$

and the state constraint

$$
\begin{equation*}
x_{1}(t) \leqslant 0.1 \tag{51}
\end{equation*}
$$

The exact solution to this problem is given by

$$
u^{*}(t)= \begin{cases}\frac{200}{9} t-\frac{20}{3}, & t \in[0,0.3]  \tag{52}\\ 0, & t \in[0.3,0.7] \\ -\frac{200}{9} t+\frac{140}{9}, & t \in[0.7,1]\end{cases}
$$

This example was studied by using pseudospectral method [12] and ChFD scheme [27]. Here we applied the proposed method to solve this problem. Absolute errors between approximation and exact value of the performance index are reported in Table 2. The approximate solutions of $x_{1}(t), x_{2}(t)$ and $u(t)$, obtained by linear B-spline functions using method 2 with $M=9$ and the exact solutions together error bounds $\left|x_{1}^{*}(t)-x_{1}(t)\right|,\left|x_{2}^{*}(t)-x_{2}(t)\right|$ and $\left|u^{*}(t)-u(t)\right|$ are plotted in Figure 2. This results show that accuracy of our method in comparison with ChFD scheme [27] whose result are plotted in Figure 3.

Table 2: Errors of the estimated and exact values of the performance index, $\left|J-J^{*}\right|$, for Example 2

| M | Method 1 |  | Method 2 |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\left\|J-J^{*}\right\|$ | CPUTime | $\left\|J-J^{*}\right\|$ | CPUTime |
| 6 | $3.67 \times 10^{-2}$ | 0.053 | $5.93 \times 10^{-3}$ | 0.163 |
| 7 | $1.86 \times 10^{-2}$ | 0.181 | $1.48 \times 10^{-3}$ | 0.401 |
| 8 | $9.34 \times 10^{-3}$ | 1.034 | $3.74 \times 10^{-4}$ | 1.377 |
| 9 | $4.68 \times 10^{-3}$ | 7.662 | $9.38 \times 10^{-5}$ | 7.400 |

Example 3. This example is adapted from [19] and also studied by using rationalized Haar approach [26], hybrid of block-pulse and Legendre polynomials [25], hybrid of block-pulse and Bernoulli polynomials [28] and interpolating scaling functions [10]. Find the control vector $u(t)$ which minimizes


Figure 2: Exact value, approximation of optimal control, state variables and error bounds using method 2 for Example 2 with $M=9$


Figure 3: Exact value and approximation errors of $\left|x_{1}^{*}(t)-x_{1}(t)\right|,\left|x_{2}^{*}(t)-x_{2}(t)\right|$ and $\left|u^{*}(t)-u(t)\right|$ using ChFD scheme [27] for Example 2 with $M=35$

$$
\begin{equation*}
J=\int_{0}^{1}\left(x_{1}^{2}(t)+x_{2}^{2}(t)+0.005 u^{2}(t)\right) d t \tag{53}
\end{equation*}
$$

subject to

$$
\begin{align*}
& {\left[\begin{array}{l}
\dot{x}_{1}(t) \\
\dot{x}_{2}(t)
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u(t)}  \tag{54}\\
& {\left[\begin{array}{l}
x_{1}(0) \\
x_{2}(0)
\end{array}\right]=\left[\begin{array}{c}
0 \\
-1
\end{array}\right]} \tag{55}
\end{align*}
$$

and the following state variable inequality constraint

$$
\begin{equation*}
x_{2}(t) \leqslant r(t) \tag{56}
\end{equation*}
$$

where

$$
r(t)=8(t-0.5)^{2}-0.5, \quad 0 \leqslant t \leqslant 1
$$

The computational result for $x_{2}(t)$ using method 2 for $M=8$ together with $r(t)$ are given in Fig. 4. In Table 3, we compare the minimum of J using the proposed two methods with other solutions in the literature.

Example 4. We consider the optimal maneuvers of a rigid asymmetric spacecraft [17]. This example is studied by using quasilinearization and Chebyshev polynomials [15] and hybrid of block-pulse and Bernoulli polynomials [28]. The system state equations are

Table 3: Results for Example 3

| Method | $J$ | CPUTime |
| :--- | :--- | :--- |
| Rationalized Haar functions [26] |  |  |
| $K=64, w=100$ | 0.170115 | 1.877 |
| $K=128, w=100$ | 0.170103 | 1.983 |
| Hybrid of block-pulse and Legendre [25] |  | 0.951 |
| $N=4, M_{1}=3$ | 0.17013645 | 1.545 |
| $N=4, M_{1}=4$ | 0.17013640 | 0.756 |
| Hybrid of block-pulse and Bernoulli [28] |  | 0.921 |
| $N=4, M=3$ | 0.1700305 |  |
| $N=4, M=4$ | 0.1700301 | 2.251 |
| Interpolating scaling functions [10] |  | 3.175 |
| $n=4, r=5$ | 0.16982646 |  |
| $n=5, r=5$ | 0.16982636 | 1.512 |
| Present method 1 |  | 1.607 |
| $M=6$ | 0.169672402102247 |  |
| $M=7$ | 0.169782602033829 |  |
| $M=8$ | 0.169811048165412 | 1.985 |
| Present method 2 |  | 0.599 |
| $M=6$ | 0.170071967582200 | 1.003 |
| $M=7$ | 0.169885295276034 |  |
| $M=8$ | 0.169837051920398 | 1.141 |



Figure 4: Control and state variables and constraint boundary for Example 3 using method 2 with $M=8$

$$
\begin{aligned}
& \dot{x}_{1}(\tau)=-\frac{I_{3}-I_{2}}{I_{1}} x_{2}(\tau) x_{3}(\tau)+\frac{u_{1}(\tau)}{I_{1}}, \\
& \dot{x}_{2}(\tau)=-\frac{I_{1}-I_{3}}{I_{2}} x_{1}(\tau) x_{3}(\tau)+\frac{u_{2}(\tau)}{I_{2}}, \\
& \dot{x}_{3}(\tau)=-\frac{I_{2}-I_{1}}{I_{3}} x_{1}(\tau) x_{2}(\tau)+\frac{u_{3}(\tau)}{I_{3}}, \\
& x_{1}(\tau)-\left(5 \times 10^{-6} \tau^{2}-5 \times 10^{-4} \tau+0.016\right) \leqslant 0, \\
& x_{1}(100)=x_{2}(100)=x_{3}(100)=0,
\end{aligned}
$$

where $I_{1}=86.24, I_{2}=85.07, I_{3}=113.59$. The performance index to be minimized, starting from the initial states $x_{1}(0)=0.01, x_{2}(0)=0.005$ and $x_{3}(0)=0.001$ is

$$
J=\frac{1}{2} \int_{0}^{100}\left(u_{1}^{2}(\tau)+u_{2}^{2}(\tau)+u_{3}^{2}(\tau)\right) d \tau
$$

We use transformation $\tau=100 t, 0 \leqslant t \leqslant 1$, in order to use our proposed method. In Table 4, the results for J using linear B-spline functions, hybrid of block-pulse and Bernoulli polynomials [28] and quasilinearization and Chebyshev polynomials [15] are listed. Optimal control and state variables and constraint boundary using method 2, for $M=7$, are shown in Figure 5.

Table 4: Results for Example 4

| Method | $J$ | CPUTime |
| :---: | :---: | :---: |
| Quasilinearization and Chebyshev polynomials [15] |  |  |
| $N=6$ | 0.00536584 | 0.07 |
| $N=8$ | 0.00534427 | 0.10 |
| $N=10$ | 0.00534063 | 0.12 |
| Quasilinearization and Chebyshev polynomials [15] with using 2 subintervals |  |  |
| $M 2=10$ | 0.00530902 | 0.36 |
| Hybrid of block-pulse and Bernoulli [28] |  |  |
| $N=6, M=3$ | 0.00531097 | 1.89 |
| $N=6, M=4$ | 0.00530263 | 2.12 |
| $N=6, M=5$ | 0.00530213 | 2.74 |
| Present method 1 |  |  |
| $M=5$ | 0.00527460682730895 | 0.55 |
| $M=6$ | 0.00529464663721832 | 0.67 |
| $M=7$ | 0.00530275422863559 | 0.71 |
| Present method 2 |  |  |
| $M=5$ | 0.00530817821841613 | 0.06 |
| $M=6$ | 0.00530851397972318 | 0.10 |
| $M=7$ | 0.00530847110421464 | 0.13 |

Example 5. Consider the problem of transferring containers from a ship to a cargo truck [31]. The container crane is driven by a hoist motor and a trolley drive motor. The aim is to minimize the swing during and at the end of the transfer. After appropriate normalization, we summarize the problem as follows:

$$
J=4.5 \int_{0}^{1}\left(x_{3}^{2}(t)+x_{6}^{2}(t)\right) d t
$$

subject to


Figure 5: Control and state variables and constraint boundary for Example 4 using method 2 with $M=7$

$$
\begin{aligned}
& \dot{x}_{1}(t)=9 x_{4}(t) \\
& \dot{x}_{2}(t)=9 x_{5}(t) \\
& \dot{x}_{3}(t)=9 x_{6}(t) \\
& \dot{x}_{4}(t)=9\left(u_{1}(t)+17.2656 x_{3}(t)\right) \\
& \dot{x}_{5}(t)=9 u_{2}(t) \\
& \dot{x}_{6}(t)=\frac{-9\left(u_{1}(t)+27.0756 x_{3}(t)+2 x_{5}(t) x_{6}(t)\right)}{x_{2}(t)}
\end{aligned}
$$

where

$$
\begin{aligned}
& x(0)=[0,22,0,0,-1,0]^{T}, \\
& x(1)=[10,14,0,2.5,0,0]^{T},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|u_{1}(t)\right| \leqslant 2.83374, \quad t \in[0,1], \\
& -0.80865 \leqslant u_{2}(t) \leqslant 0.71265, \quad t \in[0,1],
\end{aligned}
$$

with continuous state inequality constraints,

$$
\begin{array}{lc}
\left|x_{4}(t)\right| \leqslant 2.5, & t \in[0,1], \\
\left|x_{5}(t)\right| \leqslant 1.0, & t \in[0,1] .
\end{array}
$$

In Table 5, we compare the solution obtained using the proposed two methods with the method of [9] and [28].

Table 5: Results for Example 5

| Method | $J$ | CPUTime |
| :--- | :--- | :--- |
| Method of [9] |  |  |
| $m=5$ | $0.5366 \times 10^{-2}$ | 2.589 |
| $m=7$ | $0.53614 \times 10^{-2}$ | 2.607 |
| $m=9$ | $0.53610895 \times 10^{-2}$ | 3.002 |
| $m=11$ | $0.5361102700 \times 10^{-2}$ | 3.021 |
| Hybrid of block-pulse and Bernoulli [28] |  |  |
| $N=2, M=2$ | $0.593000 \times 10^{-2}$ | 1.904 |
| $N=2, M=3$ | $0.528915 \times 10^{-2}$ | 2.125 |
| $N=2, M=4$ | $0.521421 \times 10^{-2}$ | 2.663 |
| $N=2, M=5$ | $0.521411 \times 10^{-2}$ |  |
| Present method 1 |  | 1.815 |
| $M=5$ | $0.498574175174882 \times 10^{-2}$ | 1.963 |
| $M=6$ | $0.503885802644245 \times 10^{-2}$ | 2.025 |
| $M=7$ | $0.511514185733751 \times 10^{-2}$ |  |
| Present method 2 |  | 1.579 |
| $M=5$ | $0.516049181578648 \times 10^{-2}$ | 1.708 |
| $M=6$ | $0.515021009757565 \times 10^{-2}$ | 1.869 |
| $M=7$ | $0.515021009428266 \times 10^{-2}$ |  |

## 6 Conclusion

In this paper we presented two numerical methods for solving nonlinear constrained quadratic optimal control problems. Two methods are based upon the linear B-spline functions. Also several test problems were used to see the applicability and efficiency of the method. The obtained results show that when the state variables are unknown at the endpoints, then method 1 is more accurate than method 2 but in all problems method 2 is faster than method 1. In total, our two methods are more accurate than existing methods in the literature.

## Acknowledgements

Authors are grateful to the anonymous referees and the editors for their constructive comments.

## References

1. Avrile, M. Nonlinear programming: Analysis and Methods, Englewood Cliffs, NJ: Prentice-Hall, 1976.
2. Bellman, R. Dynamic Programming, Princeton, NJ: Princeton University Press, 1957.
3. Bellman, R., Kalaba, R. and Kotkin, B. Polynomial Approximation - A New Computational Technique in Dynamic Programming: Allocation Processes, Mathematics of Computation, 17 (1963), 155-161.
4. Bellman, R. and Dreyfus, S. E. Applied Dynamic Programming, Princeton University Press, 1971.
5. Betts, J. Issues in the direct transcription of optimal control problem to sparse nonlinear programs, in: Bulirsch, R., Kraft, D. (Eds.), Computational Optimal Control, Germany: Birkhauser, 115 (1994), 3-17.
6. Betts, J. Survey of numerical methods for trajectory optimization, J. Guidance Control Dynamics, 21(2) (1998), 193-207.
7. de Boor, C. A practical guide to spline, Springer Verlag, New York, 1978.
8. Chui, C.K. An introduction to wavelets, San Diego, Calif: Academic Press, 1992.
9. Elnegar, G.N. and Kazemi, M.A. Pseudospectral Chebyshev optimal control of constrained nonlinear dynamical systems, Comput. Optim. Applica. 11 (1998), 195-217.
10. Foroozandeh, Z. and Shamsi, M. Solution of nonlinear optimal control problems by the interpolating scaling functions, Acta Astronautica, 72 (2012), 21-26.
11. Gill, P.E. and Murray, W. Linearly constrained problems including linear and quadratic programming, In: Jacobs D, editor, The State of the Art in Numerical Analysis, London, New York: Academic Press, (1977), 313-363.
12. Gong, Q., Kang, W. and Ross, I.M. A pseudospectral method for the optimal control of constrained feedback linearizable systems, IEEE Trans Automat Control, 51(7) (2006), 1115-1129.
13. Goswami, J.C. and Chan, A.K. Fundamentals of wavelets: theory, algorithms, and applications, John Wiley \& Sons, Inc., 1999.
14. Hull, D.G. Optimal Control Theory for Applications, New York: Springer-Verlag, 2003.
15. Jaddu, H. Direct solution of nonlinear optimal control problems using quasilinearization and Chebyshev polynomials, Journal of the Franklin Institute, 339 (2002), 479-498.
16. Jaddu, H. and Shimemura, E. Computation of optimal control trajectories using Chebyshev polynomials: parameterization and quadratic programming, Optimal Control Appl Methods, 20 (1999), 21-42.
17. Junkins, J.L. and Turner, J.D. Optimal Spacecraft Rotational Maneuvers, Amsterdam: Elsevier, 1986.
18. Kirk, D.E. Optimal control theory, Englewood Cliffs, NJ: Prentice Hall, 1970.
19. Kleiman, D.L., Fortmann, T. and Athans, M. On the design of linear systems with piecewise-constant feedback gains, IEEE Trans Automat Control, 13 (1968), 354-361.
20. Lancaster, P. Theory of Matrices, New York: Academic Press, 1969.
21. Lakestani, M., Dehghan, M. and Irandoust-pakchin, S. The construction of operational matrix of fractional derivatives using $B$-spline functions, Commun Nonlinear Sci Numer Simulat, 17 (2012), 1149-1162.
22. Lakestani, M., Razzaghi, M. and Dehghan, M. Solution of nonlinear fredholm-hammerstein integral equations by using semiorthogonal spline wavelets, Hindawi Publishing Corporation Mathematical Problems in Engineering, 1 (2005), 113-121.
23. Lakestani, M., Razzaghi, M. and Dehghan, M. Semiorthogonal spline wavelets approximation for fredholm integro-differential equations, Hindawi Publishing Corporation Mathematical Problems in Engineering, 1 (2006), 1-12.
24. Leitman, G. The Calculus of Variations and Optimal Control, New York: Springer, 1981.
25. Marzban, H.R. and Razzaghi, M. Hybrid functions approach for linearly constrained quadratic optimal control problems, Appl Math Modell, 27 (2003), 471-485.
26. Marzban, H.R. and Razzaghi, M. Rationalized Haar approach for nonlinear constrined optimal control problems, Appl Math Modell, 34 (2010), 174-183.
27. Marzban, H.R. and Hoseini, S.M. A composite Chebyshev finite difference method for nonlinear optimal control problems, Commun Nonlinear Sci Numer Simulat, 18 (2013), 1347-1361.
28. Mashayekhi, S., Ordokhani, Y. and Razzaghi M. Hybrid functions approach for nonlinear constrained optimal control problems, Commun Nonlinear Sci Numer Simulat, 17 (2012), 1831-1843.
29. Ordokhani, Y. and Razzaghi, M. Linear quadratic optimal control problems with inequality constraints via rationalized Haar functions, Dyn Contin Discrete Impul Syst Ser B, 12 (2005), 761-773.
30. Razzaghi, M. and Elnagar, G.Linear quadratic optimal control problems via shifted Legendre state parameterization, Internat. J. Systems Sci., 25 (1994), 393-399.
31. Teo, K.L. and Wong, K.H. Nonlinearly constrained optimal control problems, J. Austral Math Soc. Ser B, 33 (1992), 507-530.
32. Yen, V. and Nagurka, M. Optimal control of linearly constrained linear systems via state parameterization, Optimal Control Appl Methods, 13 (1992), 155-167.

دو روش عددى براى حل مسائل كنترل بهينه درجه دوم با قيود غيرخطى با استفاده از توابع بى-اسيلاين خطى

$$
\begin{aligned}
& \text { 'يوسف/دريسى تببيز' ، مهرداد لكستانى' }
\end{aligned}
$$

$$
\begin{aligned}
& \text { 「 }{ }^{\text {r }}
\end{aligned}
$$



$$
\begin{aligned}
& \text { جكيده : اين مقاله به ارائه ى دو روش عددى براى حل مسائل كتترل بهينه ایى مى پردازد كه داراى تابع }
\end{aligned}
$$

$$
\begin{aligned}
& \text { كاربردى براى نمايش كارايى و راستى آزمايى روشهاى مذكور بيان مى شود. } \\
& \text { كلمات كليدى : مسائل كنترل بيين؛؛ تابع بى-استالاين خطى؛ ماتريس عملياتى انتگرال؛ روش هم } \\
& \text { مكانى }
\end{aligned}
$$
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