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Abstract

We propose a new preconditioned global conjugate gradient (PGL-CG)
method for the solution of matrix equation AXB = C, where A and B
are sparse Stieltjes matrices. The preconditioner is based on the support
graph preconditioners. By using Vaidya’s maximum spanning tree precon-

ditioner and BFS algorithm, we present a new algorithm for computing the
approximate inverse preconditioners for matrices A and B and constructing a
preconditioner for the matrix equation AXB = C. This preconditioner does
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1 Introduction

The solution of linear systems of equations is at the heart of many compu-
tations in science, engineering, and other disciplines; see [2, 8–10] and their
references. Hence, many researches have been performed on various types of
matrix equations; for example, see [1, 8, 11,16,18,19,27,28].

The principal goal of this paper is to use support graph preconditioning
techniques to solve the matrix equation

AXB = C, (1)

where A ∈ Rn×n and B ∈ Rm×m are large sparse Stieltjes matrices. The
linear matrix equation (1) can be written as the following nm × nm linear
system:

(BT ⊗A)vec(X) = vec(C), (2)

where vec(X) is the vector of Rnm obtained by stacking the columns of the
n ×m matrix X and ⊗ denotes the Kronecker product (A ⊗ B = [aijB]ij).
The CG algorithm [24] can be used to solve the linear system (2). However,
for large problems, this approach cannot be applied directly. In addition, the
number of iterations of conjugate gradient method for the solution of linear
system of equations Ax = b is bounded by the square root of the spectral
condition number κ(A) of A. The condition number is the ratio of extreme
eigenvalues of A, κ(A) = λmax(A)/λmin(A). Preconditioner accelerates the
convergence of iterative methods for solving linear systems.

In this paper, we use the preconditioned global conjugate gradient (PGL-
CG) method for obtaining the approximate solution of matrix equation (1).
The preconditioner is based on the support graph preconditioners. Predeces-
sors of support-graph methods can be found in the work from the late 80s by
Notay, Beauwens, and collaborators in which graph-theoretic notions (princi-
pally paths) are used in the analysis of preconditioners; see [3,4,21–23]. These
insights were extended by Vaydia [26], who described his work in a talk in
1991 but did not publish a paper. Vaidya used support-graph techniques to
design a family of preconditioners based on spanning trees in graphs. Later,
Gremban, Miller, and Zagha [14, 15] extended the technique and used it to
construct another family of preconditioners. In Section 3, we use Vaidya’s
maximum spanning tree preconditioners of matrices A and B for developing
fast and efficient preconditioner to precondition equation (2).

Throughout this paper, all matrices are assumed to be real. For two
matrices X,Y ∈ Rn×s, the inner product ⟨X,Y ⟩F = (Y TX) is used and the
associated norm is the Frobenius norm denoted by ∥.∥F .

The rest of the paper is organized as follows. In the next section, we
implement the preconditioned global CG method for solving matrix equation
(1) and we introduce Vaidya’s maximum spanning tree preconditioner. In
section 3, we present a new algorithm for computing the inverse of this kind
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of preconditioners. In section 4, numerical examples are given to illustrate
the efficiency of the proposed preconditioner. Conclusions are summarized
in Section 5.

2 Preconditioned GL-CG method for solving the matrix
equation AXB = C

In this section, we consider the matrix equation AXB = C, where A and B
are symmetric and positive definite and assume that the preconditioners PA

and PB are available. The preconditioners PA and PB are the matrices that
approximate A and B in some sense, respectively. It is assumed that PA and
PB are also symmetric positive definite. Then, we can precondition system
(1) as follows:

(PB ⊗ PA)
−1(B ⊗A)vec(X) = (PB ⊗ PA)

−1vec(C), (3)

where the preconditioner (PB ⊗ PA) is a symmetric positive definite matrix.
In addition, from the fact that ∥A⊗B∥ = ∥A∥∥B∥ [17], we have

cond((PB ⊗ PA)
−1(B ⊗A)) = cond(P−1

B B)cond(P−1
A A).

The straightforward application of PCG algorithm [24] to the linear system
(3) yields the following preconditioned global CG algorithm for solving the
matrix equation (1).

Algorithm 1 PGL-CG for solving AXB=C

1. Compute R0 = C −AX0B,Z0 = P−1
A R0P

−1
B and P0 = Z0

2. for j = 0, 1, . . . , until convergence do
3. αj =

<Rj ,Zj>F

<APjB,Pj>F

4. Xj+1 = Xj + αjPj

5. Rj+1 = Rj − αjAPjB
6. Zj+1 = P−1

A Rj+1P
−1
B

7. βj =
<Rj+1,Zj+1>F

<Rj ,Zj>F

8. Pj+1 = Zj+1 + βjPj

9. end for

We focus on applying Vaidya’s preconditioner of the first class to the ma-
trices A and B for constructing the preconditioners PA and PB . In order
to explain Vaidya’s preconditioner, we first present the following definition
from [7].

Definition 1. The underlying graph GA = (VA, EA) of an n-by-n symmetric
matrixA is a weighted undirected graph whose vertex set is VA = {1, 2, . . . , n}
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and whose edges set is EA = {(i, j) : i ̸= j, ai,j ̸= 0}. The weight of an edge
(i, j) is −ai,j . The weight of a vertex i is the sum of elements in the row i of
A.

Graph preconditioner, introduced by Vaidya [26] in the early nineties,
uses maximum-weight spanning tree (MWST) preconditioners to bound the
condition number of a preconditioned system. Vaidya’s method constructs a
preconditioner M whose underlying graph GM is a subgraph of GA (graph of
A). The graph GM of preconditioner has the same set of vertices as GA and
a subset of the edges of GA. Vaidya proposed two classes of precondition-
ers. The first class of MWST preconditioners guarantees a condition number
bound of O(n2) for any n× n sparse diagonally dominant symmetric (SDD)
matrix; see [7]. The second class of preconditioners is based on MWST aug-
mented with a few extra edges. This class of preconditioners guarantees that
the work in the linear solver is bounded by O(n1.75) for any sparse diagonally
dominant matrix. In this paper, we focus on applying Vaidya’s precondition-
ers of the first class to a subclass of SDD matrices, the class of SDD matrices
with nonpositive off-diagonal elements (Stieltjes matrices).

In order to construct the MWST preconditioner PA for A, we first con-
struct the maximum-weight spanning tree TA in GA and then modify the
diagonal elements of preconditioner PA such that A and PA have the same
row sums. In other words, TA is a connected graph with no cycles (i.e., a
spanning tree), and the total weight of its edges is maximal among all span-
ning trees of GA. The preconditioner PA is a diagonally dominant Stieltjes
matrix whose underlying graph is GPA

= TA, and whose row sums are iden-
tical to those of A.

When the condition number of the matrix B⊗A is high, it becomes nec-
essary to develop a fast and efficient preconditioner for the iterative solution
of (2). In order to precondition the system (2), we first construct Vaidya’s
preconditioners (maximum-weight spanning tree) PA and PB for A and B,
respectively, and then we use PB ⊗ PA as a preconditioner for the matrix
B ⊗ A. The implementation of this preconditioner is based on computation
of the inverse matrices P−1

A and P−1
B . In Section 3, we show that, by using

the breadth first search (BFS) algorithm [25], we can easily compute these
inverse matrices.

3 Computation of inverse of a MWST preconditioner

Let M be a symmetric positive definite matrix whose underlying graph TM is
a tree. In order to compute the inverse of M , we need the following definition.

Definition 2. The elimination matrix Lpq(−α) ∈ Rn×n with p ̸= q, is
an identity matrix with one nonzero off-diagonal entry in the row p and the
column q. Therefore the entries of Lpq(−α) are as follows:
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(Lpq(−α))(i,j) =


1 if i = j,

−α if (i, j) = (p, q),

0 otherwise.

Now we investigate the result of symmetric transformation

M = Lpq(−α)MLT
pq(−α). (4)

Now Lpq(−α)M changes only the row p of M , while MLT
pq(−α) changes only

the column p. Thus, multiplying out equation (4) and using the symmetry
of M , we get the explicit formulas

m̄pj = m̄jp = mpj − αmqj , j ̸= p,
m̄pp = mpp − 2αmpq + α2mqq,
m̄ij = m̄ji = mij otherwise.

(5)

The idea of our method is to try to zero the off-diagonal elements of M
by a series of transformations (4) and using the leaves of graph TM and its
subtrees.

Let us assume that the vertex q is a leaf in TM and its neighbor is the
vertex p. In order to zero the off-diagonal mpq, accordingly, to set m̄pq = 0,
equation (5) gives the following expression for the parameter α :

α =
mpq

mqq
. (6)

From (5) and (6), the entries of M = Lpq(−α)MLT
pq(−α) are as follows:

m̄pp = mpp − 2αmpq + α2mqq,
m̄pq = m̄qp = 0,
m̄ij = mij otherwise.

This process which eliminates the nonzero entries mpq and mqp of M ,

is equivalent to eliminate the edge (p, q) from the tree TM . If M̃ denotes
the matrix obtained from the matrix M by removing the row q and the
column q, then it is trivial that the underlying graph of this submatrix is
the induced subtree of TM on V (TM ) − {q}. Let M1 = M,p1 = p, q1 =

q, α1 = α,M1 = Lpq(−α)MLpq(−α)T , and M2 = M̃ ; then, we can succes-
sively transform M to diagonal form by means of transformations of the
type (4) in (n − 1) steps with the elimination matrices Lpj ,qj (−αj) and
αj = (mpj ,qj/mqj ,qj ), j = 1, 2, . . . , n − 1, which are defined by choosing the
edges (pj , qj), j = 1, 2, . . . , n − 1 such that the vertex qj is a leaf in the
subtree TMj . To achieve this, we need to apply the BFS algorithm (Al-
gorithm 2) to the maximum-weight spanning tree TM to obtain the vector
V = [j1, j2, . . . , jn], which represents an array of vertices that are traversed



G
al
le
y
P
ro
of

6 K. Rezaei, F. Rahbarnia and F. Toutounian

and sorted by the BFS algorithm and Level(uj), j = 1, 2, . . . , n, which rep-
resent the level of traversed vertices uj , j = 1, 2, . . . , n in the BFS tree.

By using the array of vertices V = [j1, j2, . . . , jn], we can diagonalize the
matrix M in n−1 steps. In step k, k = 1, 2, . . . , n−1, by choosing the vertex
qk = jn−k+1 from V and considering its parent pk = in−k+1 and the edge
(pk, qk), we define the elimination matrix Lpk,qk(−αk) for eliminating the off-
diagonal element mpk,qk . In Lemma 1, we show that the vertex qk = jn−k+1

at step k is a leaf in the subtree TMk
. In what follows, we show that by using

Level (uj), j = 1, 2, . . . , n, we can reduce the overall time of producing the
inverse of M .

Algorithm 2 Breadth first search algorithm as BFS(G,s)

V = ∅
for each vertex u ∈ V (G) − s do
state(u) = ”undiscovered”
p(u) = nil, i.e. no parent is in the BFS tree

end for
state(s) = ”discovered”
V = V ∪ {s}
Level(s) = 0
p(s) = nil
Q = {s}
while Q ≠ ∅ do
u = dequeue(Q)
process vertex u as desired
for each v ∈ Adj(u) do
process edge (u, v) as desired
if state(v) = ”undiscovered” then

state(v) = ”discovered”
V = V ∪ {v}
p(v) = u
Level(v) = Level(p(v)) + 1
enqueue(Q, v)

end if
state(u) = ”processed”

end for
end while

Lemma 1. Let V = {j1, j2, . . . , jn} be the set of vertices obtained by the BFS

algorithm. If we isolate the vertex jn and T
(jn)
M denotes the induced subtree

of TM on the vertex set V (TM ) − {jn}, then jn−1 is a leaf in the induced

subtree T
(jn)
M .

Proof. Let in be the parent of jn and Level(jn) = l. According to the BFS
algorithm, if s < t, then Level(js) ⩽ Level(jt). Suppose that we isolate the
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vertex jn; then we must consider the Level(jn−1). If Level(jn−1) = l, then

it is trivial that the vertex jn−1 is a leaf in the induced subtree T
(jn)
M . If

Level(jn−1) = l − 1, then it means that there is no vertex in level l, so the
vertex jn−1 has no children, according to the BFS algorithm, and it is a leaf

in the subtree T
(jn)
M .

Let M be Vaidya’s maximum-weight spanning tree preconditioner for the
diagonally dominant spd matrix A and let V = {j1, j2, . . . , jn} be the array
obtained by the BFS algorithm. We observe that we can diagonalize M by
n − 1 elimination matrices Lpk,qk(−αk), k = 1, 2, . . . , n − 1, where qk =
jn−k+1. So, the elimination process yields the diagonal matrix D as follows:

D = Ln−1Ln−2 . . . L1MLT
1 . . . LT

n−2L
T
n−1,

where Lk = Lpk,qk(−αk), k = 1, 2, . . . , n− 1. Therefore, we have

M−1 = (Ln−1Ln−2 . . . L1)
TD−1(Ln−1Ln−2 . . . L1).

In addition, by supposing that level(jn) = l, we can write

M−1 = (G1G2 . . . Gl)
TD−1(G1G2 . . . Gl),

where Gk = Lνk+sk−1 . . . Lνk
for k = 1, . . . , l, and sk represents the num-

ber of vertices that have the level k in the graph TM , and the matrices
Lνk+sk−1, . . . , Lνk

are generated by the vertices jn−(νk+sk−1)+1, . . . , jn−νk+1,
which have level k. In Lemma 2, we show that the nonzero off-diagonal
elements of Gk are equal to the nonzero off-diagonal elements of matrices
Lνk+sk−1, . . . , Lνk

.

Lemma 2. Let Sk = {jn−(νk+sk−1)+1, . . . , jn−νk+1} be the set of vertices
in level k of algorithm BFS and let Gk = Lνk+sk−1 . . . Lνk

, where Lr =
Lpr,qr (−αr) for r = νk, . . . , νk+sk−1 and pr is the parent of qr = jn−r+1.
Then the entries of Gk are as follows:

Gk(i, j) =


1 if i = j,

−αr = −mpr,qr

mqr,qr
if (i, j) = (pr, qr), qr = jn−r+1 ∈ Sk,

and (pr, qr) ∈ E(TA),

0 otherwise.

Proof. From the definition of elimination matrix Lr = Lpr,qr (−αr), we have

Lr = Lpr,qr (−αr) = I − αrEpr,qr ,

where Epr,qr contains only 0s except for 1 in the (pr, qr)th position. From
the fact that all the vertices in Sk have level k, for all qr(= jn−r+1), qr′(=
jn−r′+1) ∈ Sk, we have
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Epr,qr × Epr′ ,qr′ for= 0 qr ̸= pr′ .

So, by the induction on the number of elimination vertices in level k, we can
easily show that

Gk = I −
νk+sk−1∑

r=νk

αrEpr,qr ,

which completes the proof.

Finally, summarizing the previous results, we describe the tree inverse
algorithm for computing the inverse of M as follows:

Algorithm 3 Tree inverse

input(TA, root)
(v, Level) = BF S(TA, root)
M̃ = I
d = Diag(A)
for k = l to 1 step -1 (l is the number of levels obtained from the BFS 
algorithm) do
G = I
for all vertices in level k do
j =current vertex
i =the parent of current vertex

mijα = −mjj

gij = α
dii = dii − αaij

end for
˜ ˜M = GM

end for
˜ ˜1 T 1set P − = M D− MA

4 Numerical experiments

In this section, we compare the experimental results obtained by solving the
preconditioned system of equation (1). Four preconditioners will be com-
pared: MWST, AINV (right-looking version) [5], incomplete Cholesky, and
RIF [6] preconditioners. In addition, the following approaches are used for
applying the MWST preconditioners:

1. We use the matrices P−1
A and P−1

B computed by the tree inverse algo-
rithm (Algorithm 3).
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2. We use the Cholesky factorization of the MWST preconditioners PA

and PB for computing Zj+1 in lines 1 and 6 of Algorithm 1.

3. In order to reduce the fill-in, first, we apply the reverse Cuthill–McKee
ordering [12,13] to the preconditioners PA and PB and then we use the
Cholesky factorizations of the resulting matrices.

Finally, for large matrices, we compare the results obtained by the approach 1
on GPU and CPU.

The examples have been coded in MATLAB with double-precision and
have been executed on a quad-processor 4.2 GHz i7 computer with 32 GBytes
of main memory. In all examples, the initial iteration matrix is zero. We stop
the iterations when

RError =
∥Rk∥F
∥R0∥F

≤ ϵ,

where Rk is the residual of the kth iterate and ϵ is a proper stopping tolerance.
In all the tables, the CPU time is in second and a dagger (†) indicates that
no convergence is achieved after 10000 iterations except for Tables 5 and 6,
where the maximum number of iterations is 30000. We also set the stopping
tolerance 10−9. The matrix C is chosen such that the exact solution X has
the entries xij = i ∗ j for i = 1, . . . , n and j = 1, . . . ,m.

For the first set of examples, we consider the matrix NOS6 from Harwell–
Boeing collection [20] and the matrix STn, which is obtained by discretizing
the poisson equation

∂2u

∂x2
+

∂2u

∂y2
= f in Ω = ]0, 1[× ]0, 1[

with the Dirichlet boundary condition on a uniform grid of mesh size h = 1
n+1

via central differences. These matrices with their properties are presented in
Table 1. In this table, cond denotes the condition number of the matrices in
2-norm.

Table 1: First set of test problems information

Test matrix n nnz cond

ST5 25 105 20.77
ST10 100 460 69.8634

ST20 400 1920 258.4520
ST30 900 4380 564.9227
ST40 1600 7840 989.2690
ST50 2500 12300 1531.5

Nos6 675 3255 8× 106

In Table 2, we compare the number of iterations (It) and the CPU itera-
tion time (It-time) for the preconditioners: the approximate inverse with drop
tolerance equal to 0.1 (AINV) [5] , the incomplete Cholesky factorization
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(IC(0)), MWST using the approaches 1–3 (MWST1, MWST2, MWST3,
respectively), and the robust incomplete factorization with drop tolerance
equal to 0.1 (RIF). The CPU time for computing the preconditioner (P-
time) and the total time for computing an approximate solution (T-time) are
given in Table 3. Table 2 reveals that the preconditioner MWST1 is faster
(in terms It-time) than the other preconditioners (except for MWST3 with
A =NOS6 and B = ST5, ST50) and it requires a lower number of iterations
than AINV and IC(0) preconditioners. Table 3 shows that the precondi-
tioners MWST1 is faster (in terms T-time) than the other preconditioners
(except for MWST3 with A =nos6 and B = ST50, and RIF for NOS6 and
ST5). In addition, for large matrices (NOS6 with ST40, and ST50), MWST1

preconditioner is better (in terms of P-time) than the other preconditioners.
For small matrices (NOS6 with ST5, ST10, ST20, and ST30), we observe that
the time of constructing the preconditioner RIF is smaller than that of the
other preconditioners. For the second set of examples, we define matrices
STMn = STn +DIn, where DIn is a diagonal matrix such that the matrix
STMn has zero row weights (except for one row, where we increase the row
sums to obtain a nonsingular matrix). Table 4 represents the properties of
these matrices.

Table 4: Second set of test problems information

Test matrix n nnz cond

STM5 25 105 2.0002× 106

STM10 100 460 8.0012× 106

STM20 400 1920 3.2006× 107

STM30 900 4380 7.2016× 107

STM40 1600 7840 1.2803× 108

STM50 2500 12300 2.0005× 108

The results obtained for these matrices (which have large condition num-
ber) are presented in Tables 5 and 6. The results of Table 5 show that
MWST1 is the best in terms of iteration time (except for MWST3 with
A = STM5, B = STM30 and RIF with A = STM20, B = STM20). From
the results of Table 6, we observe that, for large matrices, MWST1 is bet-
ter (in terms of total time) than the other preconditioners (except for RIF
with A = STM10, B = STM10 and A = STM20, B = STM20). Finally,
we consider the results obtained for the preconditioner MWST1 in terms of
CPU time, GPU time, and the number of iterations. We mention that the
preconditioner was computed on the CPU. All numerical experiments in this
section were computed in double precision with a MATLAB code. We used
a Geforce GTX 1070 GPU with 8 GBytes VRAM memory. The results are
listed in Tables 7 and 8. The notations CIT (GIT) and CIT-time (GIT-time)
represent the number of iterations and CPU iteration time (GPU iteration
time) on the CPU (GPU) required for convergence, respectively. These ta-
bles show that the number of iterations for the CPU and the GPU are close
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together and that the GPU time is very smaller than the CPU time for large
matrices. So, we can conclude that MWST1 preconditioner in the GL-CG
method offers a great potential in a parallel processing environment.

Table 7: The performance of the preconditioner MWST1 on CPU and GPU
for the first set of examples

Matrices MWST1

A B CIt CIt-time GIt GIt-time

NOS6 ST5 207 0.16 208 0.56
NOS6 ST10 499 0.97 500 1.39

NOS6 ST20 1131 16.78 1131 11.95
NOS6 ST30 1817 84.99 1815 57.91
NOS6 ST40 2489 308.60 2487 200.15

NOS6 ST50 3167 884.18 3162 591.95
NOS6 NOS6 725 22.90 729 18.10

Table 8: The performance of the preconditioner MWST1 on CPU and GPU
for the second set of examples

Matrices MWST1

A B CIt CIt-time GIt GIt-time

STM10 STM10 831 0.18 833 1.09
STM10 STM20 2264 4.72 2267 4.73
STM10 STM30 3596 34.00 3604 20.35

STM10 STM40 4926 152.78 4931 71.82
STM10 STM50 6274 488.41 6287 197.01
STM20 STM20 4568 36.58 4578 24.91
STM20 STM30 7599 216.78 7611 143.72

STM20 STM40 10343 840.34 10354 520.89
STM20 STM50 13010 2234.6 13027 1500.6
STM30 STM30 11171 712.07 11199 491.93
STM30 STM40 15489 2563.8 15504 1731.5

STM30 STM50 19497 6225.7 19521 4999.5
STM40 STM40 20170 6165.1 20207 4156.8
STM40 STM50 25848 15348.00 25873 12075.00
STM50 STM50 31525 30637.00 31573 24410.00

5 Conclusion

We have proposed an approach for computing an approximate solution of
matrix equation AXB = C, where A and B are Stieltjes matrices. In this
approach, by using the BFS algorithm, we presented a new algorithm for
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obtaining the inverse of Vaidya’s maximum spanning tree preconditioner as
an approximate inverse preconditioner. This preconditioner does not require
solving any linear systems and is highly parallelizable. We observed that this
algorithm furnishes an efficient preconditioner for the matrix equations. The
numerical experiments showed that, for large matrices, this preconditioner is
better than the other preconditioner in terms of iteration time and total time
and the new algorithm is very efficient on the GPU.
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