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Abstract

We apply a new method to solve fractional partial differential equations

(FPDEs) with proportional delays. The method is based on expanding the
unknown solution of FPDEs with proportional delays by the basis of Bern-

stein polynomials with unknown control points and uses operational matrices

with the least-squares method to convert the FPDEs with proportional de-
lays to an algebraic system in terms of Bernstein coefficients (control points)

approximating the solution of FPDEs. We use the Caputo derivatives of de-

gree 0 < α ≤ 1 as the fractional derivatives in our work. The main advantage
of using this technique is that the method can easily be employed to a variety

of FPDEs with or without proportional delays, and also the method offers a
very simple and flexible framework for direct approximating of the solution

of FPDEs with proportional delays. The convergence analysis of the present

method is discussed. We show the effectiveness and superiority of the method
by comparing the results obtained by our method with the results of some

available methods in two numerical examples.
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1 Introduction

Fractional partial differential equations (FPDEs) plays an important role in
recent years. Many significant phenomena in mechanics, biology, networks,
signal processing, reaction process, and other fields in sciences and engineer-
ing are modeled by FPDEs. Although FPDEs are exploited to describe these
phenomena carefully, but it is very challenging and irritating to obtain the
exact solutions or at last approximate solutions of FPDEs. In recent years,
many numerical methods are used to solve FPDEs. For sample, Cheby-
shev collocation method [1, 6, 19], Legendre collocation method [29], Jacobi
collocation method [9, 28], variational iteration method (VIM) [13, 26], ho-
motopy perturbation method (HPM) [15, 23], Laplace transform method [4],
Adomian decomposition method [25], and finite difference method [30].

FPDE with proportional delays is a particular type of FPDEs. This
case of FPDEs models various phenomena such as shallow-water waves or
nonlinear waves, which come from quantum field theory, medicine, biology,
and climate models. For more details and various applications, we refer the
interested reader to [20, 27]. Recently, some scholars have attempted to
solve these types of equations. Sakar, Uludag, and Erdogan [20] applied the
homotopy perturbation method to obtain an approximate solution of FPDEs
with proportional delays. Singh and Kumar [22] used VIM for solving FPDEs
with proportional delays. Shah et al. [21] suggested the natural transform
decomposition method for constructing approximate solutions of FPDEs with
proportional delays.

Bezier functions are appropriate tools for obtaining the solution to these
cases of problems. Easy definition, well performance, and interpolation of
end-points are some virtues of these tools. Many scholars have applied con-
trol points of the Bernstein–Bezier form in their papers. Zheng, Sederberg,
and Johnson [31] introduced the Bernstein–Bezier form for solving ordinary
differential equations. Chakrabarti and Martha [3] used Bezier curves for
solving the Fredholm integral equations of the second kind. Ghomanjani and
Khorram [5] used this approach for solving the quadratic Riccati differential
equation. Karimi, Bahadorimehr, and Mansoorzadeh [8] proposed the use of
this method to solve PDEs. Also, some researchers applied the Bezier control
points method to obtain an approximate solution of fractional problems; one
can see [2, 7, 10, 11, 14, 17, 18] and references therein. We suggest a tech-
nique similar to the one used in [10], for solving two-dimensional fractional
optimal control problems.

In this paper, we consider the following FPDE with proportional delays

0D
α
t u(x, t) = h(x, t, u(a0x, b0t),

∂u(a1x, b1t)

∂x
, . . . ,

∂n1u(an1x, bn1t)

∂xn1
), (1)

with initial conditions
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u(k)(x, 0) = s(k)(x), k = 0, 1, 2, . . . , q − 1, (2)

where x, t ∈ [0, 1], ai, bi ∈ [0, 1] for i ∈ {0, 1, 2, . . . , n1}, also s(k)(x), k =
0, 1, 2, . . . , q − 1, where q ∈ N, are smooth functions and h is the partial
differential operator. Also the fractional derivative is defined in Caputo sense.
The real numbers ai’s and bi’s are given constant proportional delays. The
necessary conditions for the existence of the solution of (1)–(2) and regularity
properties of solutions can be found in [20, 21, 22].

Bezier control points with least-squares method are employed for solving
FPDEs with proportional delays (1)–(2). The novelty of our strategy is in
producing operational matrices —based on Bernstein polynomials— together
with the least-squares method converting FPDEs with proportional delays to
a simple optimization problem.

This article is formed as follows: Section 2 introduces some properties
of fractional derivatives and Bernstein polynomials. In Section 3, we define
a class of FPDEs with proportional delays and employ operational matrices
based on Bernstein polynomials to convert these equations to a mathematical
programming problem in terms of some unknowns control points. In the
fourth section, the convergence of the proposed method is studied. The
applicability and efficiency of the proposed method are shown through two
numerical examples, and comparison with some other methods is investigated
in Section 5. Finally, the conclusion is presented in Section 6.

2 Preliminaries

This section contains some basic definitions and properties of fractional cal-
culus, Bernstein polynomials, and function approximation.

2.1 Some preliminaries in fractional derivatives

Definition 1. Let µ ∈ R and let n ∈ N. A real function f(x), x > 0 belongs
to the space Cµ if there exist a real number r > µ and g(x) ∈ C[0,∞] such
that f(x) = xrg(x). Moreover, f ∈ Cnµ if and only if f (n) ∈ Cµ.

Definition 2. The Riemann–Liouville fractional integral of order α > 0
is defined as follows:

0I
α
x

(
f(x)

)
=

1

Γ(α)

∫ x

0

(x− τ)α−1f(τ)dτ, x > 0,
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where f(x) ∈ Cµ and Γ(α) =
∫∞
0
τ (α−1)e−τdτ is Euler’s gamma function.

Definition 3. The Caputo fractional derivative of order α > 0 of the given
function f(x) ∈ Cµ is defined as

0D
α
xf(x) = 0I

n−α
x Dnf(x)

=
1

Γ(n− α)

∫ x

0

(x− τ)n−α−1f (n)(τ)dτ, n− 1 < α < n,

where n is a nonnegative integer number; in fact n = [α]+1 while [α] indicates
the integer part of α > 0. For α ∈ N, the Caputo derivative operator is the
usual derivative operator of integer order.

We list some properties of fractional integral and fractional derivative for
f ∈ Cµ, µ > 1, and α, β > 0, as follows:

0I
0
x

(
f(x)

)
= f(x),

0I
α
x

(
xk
)

=
Γ(k + 1)

Γ(k + 1 + α)
xk+α, k ∈ N ∪ 0, x > 0,

0D
α
x 0I

α
x

(
f(x)

)
= f(x),

0D
α
x

(
xk
)

=
Γ(k + 1)

Γ(k + 1− α)
xk−α, k ∈ N ∪ 0, x > 0, k > [α],

0D
α
x

(
C
)

= 0, C ∈ R,

0D
α
x

( n∑
i=0

cifi(x)
)

=

n∑
i=0

ci 0D
α
xfi(x),

where {ci}ni=0 are constants.

2.2 Some preliminaries in Bernstein polynomials

Definition 4. The Bernstein polynomials of degree n over the interval [0, 1]
are defined as follows:

Bni (t) =

(
n

i

)
ti(1− t)n−i,

for i = 0, 1, 2, . . . , n,, where
(
n
i

)
=

n!

i!(n− i)!
.

If one uses the binomial expansion for (1− t)n−i, then

Bni (t) =

n−i∑
k=0

(
n− i
k

)(
n

i

)
(−1)kti+k. (3)
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Definition 5. We define a Bernstein vector φn(t) as

φn(t) =
[
Bn0 (t) Bn1 (t) Bn2 (t) . . . Bnn(t)

]T
;

the Bezier polynomial of degree n over the interval [0, 1] is defined as follows:

Pn(t) = Cφn(t), (4)

where

C =
[
c0 c1 c2 . . . cn

]
, (5)

is the vector of constant coefficients that we recall its entry as the control
points.

Thus by (4),

Pn(t) =

n∑
i=0

ciB
n
i (t).

Lemma 1. By using (3), we define

φn(t) = ψnTn(t),

where Tn(t) = [1 t t2 · · · tn]T and ψn = Ψn+1 is an (n+ 1)× (n+ 1)
upper triangular matrix that can be expressed by

Ψn+1
i+1,j+1 =


(−1)j−in!

(n− j)!(j − i)!i!
, i ≤ j,

0, i > j,

(6)

where i, j = 0, 1, . . . , n.

Proof. See [2].

Theorem 1. Suppose that f(x) ∈ Cm[0, 1]; then for each k ∈ N, k ≤ m,
and k ≤ n, there exists an (n+ 1)× (n+ 1) matrix D such that

f (k)(x) ' P (k)
n (x) = CDkφn(x),

where C is shown in (5) and D = ψnΛV, with

Λi+1,j+1 =

{
i, i = j + 1,

0 otherwise,

for i = 0, . . . , n and j = 0, . . . , n− 1, and V can be expressed by

Vk = ψ−1n,k, k = 1, 2, . . . , n,
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where ψ−1n,k is the kth row of ψ−1n .

Proof. For details, see [8].

2.3 Function approximation

Definition 6. For the product of two Bernstein polynomials of degree n,m ∈
N ∪ {0}, we define

n
i B

m
j (x, t) = Bni (x)Bmj (t),

where t, x ∈ [0, 1].

Lemma 2. The set

Y = Span { n
0B

m
0 (x, t), n

0B
m
1 (x, t), . . . , n

0B
m
m(x, t), n

1B
m
0 (x, t), . . . , n

nB
m
m(x, t)}

is a complete basis for the Hilbert space L2[Ω̄], where Ω̄ = [0, 1]× [0, 1].

Proof. Since Y is a finite subset of L2[Ω̄], it is complete. For more details,
see [12].

Lemma 3. If

Y = Span{ n
0B

m
0 (x, t), n

0B
m
1 (x, t), . . . , n

0B
m
m(x, t), n

1B
m
0 (x, t), . . . , n

nB
m
m(x, t)}

and u(x, t) ∈ L2[Ω̄], then φTn (x)Uφm(t) is the best approximation of u(x, t)
out of Y, that is,

u(x, t) ' unm(x, t) =

n∑
i=0

m∑
j=0

ui,j
n
i B

m
j (x, t) =

n∑
i=0

m∑
j=0

ui,jB
n
i (x)Bmj (t)

= φTn (x)Uφm(t),

where U is the (n+ 1)× (m+ 1) matrix such that

U = Q−1n 〈φn(x), 〈u(x, t), φm(t)〉〉Q−1m

and Qn = ψnGnψn
ᵀ,

Gn =


1 1

2
1
3 · · · 1

n+1
1
2

1
3

1
4 · · · 1

n+2
...

...
...

. . .
...

1
n+1

1
n+2

1
n+3 · · ·

1
2n+1

 ,
where ψn is defined in (6). Also the inner product 〈·, ·〉 on the space C[0, 1]
is defined by
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〈f, g〉 =

∫ 1

0

f(x)g(x)dx, f(x), g(x) ∈ C[0, 1].

Proof. See [12].

To compute Caputo fractional derivatives for an arbitrary function f(x),
we define an operational fractional derivative matrix of order α > 0 by using
Bernstein polynomials.

Theorem 2. Let φn(x) be a vector of Bernstein polynomials. Then for
each α > 0, we have

0D
α
xφn(x) = Dαφn(x),

while Dα = ψnK
α
nH

α, where Kα
n is an (n + 1) × (n + 1) matrix, defined as

follows:

Kα
n (i+ 1, j + 1) =

Γ(i+ 1)

Γ(i− α+ 1)

(
B(pi, qi)−B(ax ; pi, qi)

)
, i ∈ N ∪ 0, i ≥ dαe or

i /∈ N ∪ 0, i > bαc, i = j,

0, otherwise,

where the floor function bαc and the ceiling function dαe indicate the largest
integer less than or equal to α and the smallest integer greater than or equal
to α, respectively. Also, B(p, q) and B(x; p, q) are, respectively, the beta
function and incomplete beta function, for i, j = 0, 1, . . . , n, pi = i− [α], and
qi = [α]− α+ 1. Also Hα is the following (n+ 1)× (n+ 1) matrix:

Hα = [Hα(1), Hα(2), . . . ,Hα(n+ 1)] ,

whereHα(i+1) = 〈xi+1−α, φn(x)〉A−1n , i = 0, 1, . . . , n, andAn = 〈φn(x), φn(x)〉.
The matrix Dα is called the operational derivative matrix for the fractional
Caputo derivative of order α.

Proof. see [10]

3 Approximate solution of FPDEs with proportional
delays

In this section, we consider the FPDE (1)–(2). One may assume that the ex-
istence conditions for problem (1)–(2) are satisfied. We develop using Bern-
stein polynomials for solving FPDE (1)–(2). To achieve this aim, by using
the least-squares method, we convert problem (1)–(2) to a mathematical pro-
gramming problem. For this purpose, define the residual function R(x, t) as
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follows:

R(x, t) = 0D
α
t u(x, t)− h(x, t, u(a0x, b0t),

∂u(a1x, b1t)

∂x
, . . . ,

∂n1u(an1
x, bn1

t)

∂xn1
).

(7)

It is clear that when we get the exact solution, then the residual function
R(x, t) is zero for (x, t) ∈ (0, 1) × (0, 1). To get the approximate solution of
problem (1)–(2), we can follow Step 1 up to Step 6.

Step 1: Choose natural numbers n and m and approximate the solution of
u(x, t) by Bernstein polynomials.

u(x, t) ' unm(x, t) = ω(x, t)φᵀn(x)Ūφm(t) + ξ(x), (8)

where ω(x, t) and ξ(x) are given functions such that u(x, t) satisfies the
initial conditions (2). If one chooses ω(x, t) = t and ξ(x) = s(x), then
we have

unm(x, t) = tφᵀn(x)Ūφm(t) + ξ(x).

But, by Lemma 3.5 in [2], the function tφᵀn(x)Ūφm(t) can be rewritten
as follows:

tφᵀn(x)Ūφm(t) = φᵀn(x)Ūφm(t)t = φᵀn(x)Ūφm(t) (Cφm(t))ᵀ

= φᵀn(x)Ūφm(t)φᵀm(t)Cᵀ ' φᵀn(x)ŪC̄φm(t)

= φᵀn(x)Uφm(t).

So,

u(x, t) ' unm(x, t) = φᵀn(x)Uφm(t) + ξ(x). (9)

Step 2: According to the previous section, one can easily find that

0D
α
t u(x, t) ' φᵀn(x)UDαφm(t),

u(a0x, b0t) ' φᵀn(a0x)Uφm(b0t) + ξ(a0x),

∂u(a1x, b1t)

∂x
' φᵀn(a1x)DᵀUφm(b1t) +

dξ(a1x)

dx
,

...

∂n1u(an1x, bn1t)

∂xn1
' φᵀn(an1

x)Dnᵀ
1 Uφm(bn1

t) +
dn1ξ(an1x)

dxn1
,

and

u(k)(x, 0) ' φᵀn(x)DkᵀUφm(0) +
dkξ(x)

dxk
= s(k)(x), k = 0, 1, . . . , q − 1.
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Step 3: We express the residual function (7) by the Bernstein polynomials as
follows:

R(x, t) ' φᵀn(x)Rφm(t) =

n∑
i=0

m∑
j=0

ri,jB
n
i (x)Bmj (t),

where the control points ri,j are functions of coefficients ui,j , i =
0, 1, 2, . . . , n, j = 0, 1, 2, . . . ,m. In other word,

ri,j = ri,j (u0,0, u0,1, u0,2, . . . , u0,m, u1,0, . . . , un,m) .

Step 4: Create a cost function F =
n∑
i=0

m∑
j=0

r2i,j . It is obvious that the square

function F is a function of u0,0, u0,1, u0,2, . . . , u0,m, u1,0, . . . , un,m.

Step 5: Construct a mathematical programming problem as follows:

minimize F =

n∑
i=0

m∑
j=0

r2i,j (u0,0, u0,1, . . . , u0,m, u1,0, . . . , un,m) , (10)

s.t.

n∑
i=0

m∑
j=0

(
n∑
l=0

dki,lul,j

)
Bni (x)Bmj (0) + ξ(k)(x) = s(k)(x),

k = 0, 1, 2, . . . , q − 1,

0 ≤ x ≤ 1,

0 ≤ t ≤ 1. (11)

Step 6: Optimization problem (10)–(11) can be solved by some useful computa-
tional softwares such as MATLAB. By solving this optimization prob-
lem, one can find the values of control points ui,j i = 0, 1, 2, . . . , n, j =
0, 1, 2, . . . ,m. Then the approximate solution of u(x, t) could be found
by using these control points in (8). We need to mention that we
have solved optimization problem (10)–(11) by using discrete points
xp ∈ (0, 1) and th ∈ (0, 1).

4 Convergence analysis

In this section, we show the convergence of the approximate solution that has
been found by Bernstein polynomials for the FPDE (1)–(2) with proportional
delays. In this way, without loss of generality, we suppose that n1 = 1, that
q = 1, and that 0 < α ≤ 1 for the FPDE (1)–(2). Consider the following
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problem:

L

[
x, t, u(a0x, b0t),

∂u(a1x, b1t)

∂x
, 0D

α
t u(x, t)

]
= 0D

α
t u(x, t)− h(x, t, u(a0x, b0t),

∂u(a1x, b1t)

∂x
), (12)

with initial conditions

u(x, 0) = s(x), (13)

where (x, t) ∈ Ω̄ = [0, 1] × [0, 1], the constant proportional delays a0, a1, b0,
and b1 are in the interval [0, 1], also s(x) is a given function and L is the
partial differential operator.

Consider (C(Ω̄), ‖ · ‖) as the normed space of all differentiable continuous
functions, where ‖ · ‖ is defined as follows:

‖f‖ = ‖f‖∞ +

∥∥∥∥∂f∂t
∥∥∥∥
∞

+

∥∥∥∥∂f∂x
∥∥∥∥
∞
, f ∈ C(Ω̄).

Lemma 4. If Ω̄ = [0, 1]× [0, 1], then the defined function L : C(Ω̄) −→ R in
(12) is uniformly continuous on (C(Ω̄), ‖ · ‖).

Proof. See [16].

Now, we prove the convergence of the approximate solution for the FPDE
(1)–(2) when the degree of the Bernstein polynomials increase. For this in-
tention, we remark the following lemma, that is an obvious result of the
Stone–Weirestrass theorem.

Lemma 5. If ū(x, t) is a continuous real-valued function defined on Ω̄ and
ε > 0, then there exists a sequence of Bernstein polynomials {unm(x, t)}n,m∈N
and M ∈ N such that

‖ū(x, t)− unm(x, t)‖ < ε, (x, t) ∈ Ω̄, n,m ≥M.

Proof. See [24].

Theorem 3. Consider the functional L on C(Ω̄). If ηnm is the minimum of
the functional L on C(Ω̄)

⋂
Y , then

ηnm −→ 0

where L and Y are defined in (12) and Lemma 2, respectively.

Proof. Let u∗(x, t) ∈ C(Ω̄) and ε > 0 be such that L[u∗(x, t)] < ε. By the
minimum properties, it is possible to find such a function u∗(x, t). Consider-
ing Lemma 4, if u(x, t) ∈ C(Ω̄) and ‖u− u∗‖ < δ, then
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|L[u]− L[u∗]| < ε.

We use Lemma 5, for suitable values of n and m, there exist unm(x, t) ∈
C(Ω̄)

⋂
Y such that ‖unm − u∗‖ < δ. If we show L[unm] by ηnm, then we

have

ηnm = |L[unm]− L[u∗] + L[u∗]| ≤ |L[unm]− L[u∗]|+ |L[u∗]| ≤ 2ε.

Because ε is arbitrary, this completes the proof. Note that the minimum
value of the functional L in (12) on C(Ω̄) is zero.

5 Numerical examples

In this section, we give two numerical examples and apply the method pre-
sented in Section 3 for solving them. These test problems are solved by using
powerful MATLAB 2018b software on an Intel Core i7-7500U. These test
problems demonstrate the validity and efficiency of this technique.

Example 1. Consider the following fractional partial generalized Burgers
equation with proportional delay (see [20]):

0D
α
t u(x, t) =

∂2u(x, t2 )

∂x2
u(x,

t

2
)− u(x, t),

where x, t ∈ [0, 1] , 0 < α < 1, and the initial condition is

u(x, 0) = x2.

The exact solution of this example is u(x, t) = x2et when α = 1. If one
assume that ū(x, t) is the approximate solution, then the error between exact
and approximate solution can be shown by

| u(x, t)− ū(x, t) |, (x, t) ∈ (0, 1)× (0, 1).

The comparison of the absolute errors between exact and approximate solu-
tion by employing HPM [20], AVIM [22], and the proposed method for n = 2
and m = 5 is shown in Table 1. Figure 1 shows the graph of the approximate
solution of u(x, t) for different values of α when x = 1.
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Table 1: The absolute value of error for α = 1 in Example 1.

x t presented method HPM[20] AVIM[22]
0.25 0.25 8.7365E − 08 5.30E − 07 2.1974E − 08
0.25 0.5 5.6597E − 08 1.7735E − 05 1.4596E − 06
0.25 0.75 3.6812E − 08 1.4087E − 04 1.7274E − 05
0.25 1 1.7890E − 07 6.2178E − 04 1.0095E − 04
0.5 0.25 1.0598E − 07 2.1230E − 06 8.7896E − 08
0.5 0.5 1.4489E − 07 7.0943E − 05 5.8385E − 06
0.5 0.75 6.2958E − 07 5.6348E − 04 6.9096E − 05
0.5 1 1.3441E − 06 2.4871E − 03 4.0379E − 04
0.75 0.25 2.4535E − 07 4.7760E − 06 1.9777E − 07
0.75 0.5 9.9618E − 07 1.5962E − 04 1.3137E − 05
0.75 0.75 2.2682E − 06 1.2678E − 03 1.5547E − 04
0.75 1 4.1328E − 06 5.5960E − 03 9.0853E − 04
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Figure 1: Approximated graphs of u(x, t) in α = 0.7, 0.8, 0.9, 1 and x = 1 for Example 1.

Example 2. In this example, the following fractional generalized Burgers
equation with proportional delay is considered (see [20]):

0D
α
t u(x, t) =

∂2u(x, t)

∂x2
+
∂u(x, t2 )

∂x
u(
x

2
,
t

2
) +

1

2
u(x, t),

such that

u(x, 0) = x,



G
al

le
y

P
ro

of

An approximate method based on Bernstein polynomials ... 235

a)

b)

c)

d)

Figure 2: Approximated graphs of u(x, t) in Example 1 for a)α = 0.7; b)α = 0.8; c)α = 0.9;

d)α = 1;
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where x, t ∈ [0, 1] and 0 < α < 1.

The exact solution of this example is u(x, t) = xet when α = 1. The
comparison of the absolute errors between exact and approximate solution
by employing NTDM [21], HPM [20], AVIM [22], and the proposed method
for n = 2 and m = 6 is shown in Table 2. Figure 3 shows the graph of the
approximate solution of u(x, t) for different values of α when x = 1.

Table 2: The absolute value of error for α = 1 in Example 2.

x t presented method NTDM [21] HPM [20] AVIM[22]
0.25 0.25 1.4976E − 06 2.1224E − 06 2.1230E − 06 8.7896E − 08
0.25 0.5 7.1515E − 06 7.0943E − 05 7.0943E − 05 5.8386E − 06
0.25 0.75 1.7332E − 05 5.6348E − 04 5.6348E − 04 6.9096E − 05
0.25 1 3.4298E − 05 2.4871E − 03 2.4871E − 03 4.0379E − 04
0.5 0.25 1.0884E − 06 4.2550E − 06 4.2450E − 06 1.7579E − 07
0.5 0.5 6.5797E − 06 1.4189E − 04 1.4189E − 04 1.1677E − 05
0.5 0.75 1.6607E − 05 1.1270E − 03 1.1270E − 03 1.3819E − 04
0.5 1 3.3493E − 05 4.9742E − 03 4.9743E − 03 8.0758E − 04
0.75 0.25 1.6021E − 06 6.3675E − 06 6.3670E − 06 2.6369E − 07
0.75 0.5 7.5613E − 06 2.1283E − 04 2.1283E − 04 1.7516E − 05
0.75 0.75 1.8304E − 05 1.6904E − 03 1.6905E − 03 2.0729E − 04
0.75 1 3.6085E − 05 7.4614E − 03 7.4614E − 03 1.2114E − 03
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Figure 3: Approximated graphs of u(x, t) in α = 0.7, 0.8, 0.9, 1 and x = 1 for Example 2.
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6 Conclusion

The aim of this paper was to solve fractional partial differential equations with
multiple proportional delays by using Bernstein polynomials. To reach this
goal, we generated some operational matrices based on Bernstein polynomials
for fractional-order derivative in the Caputo sense. Operational matrices,
together with the least-squares method, were used in an algorithm for solving
these kinds of problems. The steps of the algorithm were easy to implement.
The convergence of the method was investigated. Two numerical examples
were given to illustrate that this proposed method is accurate and precise.

Acknowledgments

We thank the anonymous reviewer for helpful comments, which led to definite
improvements in the manuscript.

References

1. Aghdam, Y.E., Mesgrani, H., Javidi, M. and Nikan, O. A computational
approach for the space-time fractional advection-diffusion equation arising
in contaminant transport through porous media, Eng. Comput. (2020), 1–
13.

2. Alipour, M., Rostamy, D. and Baleanu, D. Solving multi-dimensional frac-
tional optimal control problems with inequality constraint by Bernstein
polynomials operational matrices, J. Vib. Control, 19 (2012), 2523–2540.

3. Chakrabarti, A. and Martha, S.C. Approximate solutions of Fredholm in-
tegral equations of the second kind, Appl. Math. Comput. 211 (2009), 459–
466.

4. Elagan, S.K., Sayed, M. and Higazy, M. An analytical study on fractional
partial differential equations by Laplace transform operator method, Int. J.
Appl. Eng. Res. 13(1) (2018), 545–549.

5. Ghomanjani, F. and Khorram, E. Approximate solution for quadratic Ric-
cati differential equation, J, Taibah Univ. Sci. 11(2) (2017), 246–250.

6. Hassani, H., Tenreiro Machado, J.A., Avazzadeh, Z. and Naraghirad, E.
Generalized shifted Chebyshev polynomials: solving a general class of non-
linear variable order fractional PDE, Commun. nonlinear Sci. 85 (2020),
1–16.



G
al

le
y

P
ro

of

238 A. Ketabdari, M.H. Farahi and S. Effati

7. Javadi, S., Jani, M. and Babolian, E. A numerical scheme for space-time
fractionaladvection-dispersion equation, Int. J. Nonlinear Anal. Appl. 7(2)
(2016), 331–343.

8. Karimi, K. Bahadorimehr, A. and Mansoorzadeh, S. Numerical solution
of nonlocal parabolic partial differential equation via Bernstein polynomial
method, J. Math. 48 (2016), 47–53.

9. Kazem, S. An integral operational matrix based on Jacobi polynomials for
solving fractional-order differential equations, Appl. Math. Model. 37(3)
(2013), 1126–1136.

10. Ketabdari, A., Farahi, M.H. and Effati, S. A novel approximate method
for solving 2D fractional optimal control problems using generalized frac-
tional order of Bernstein functions, Manuscript in press.

11. Khan, H., Alipour, M., Jafari, H. and Khan, R.A. Approximate analytical
solution of a coupled system of fractional partial differential equations by
Bernstein polynomials, Int. J. Appl. Comput. Math. 2 (2016), 85–96.

12. Kreyszig, E. Introduction to functional analysis with applications, New
York: Wiley, 1978.

13. Li, M., Li, G., Li, Z. and Jia, X. Determination of Time-Dependent Co-
efficients in Time-Fractional Diffusion Equations by Variational Iteration
Method, J. Math. Res. 12(1) (2020), 1–74.

14. Li, W., Bai, L., Chen, Y., Dos Santos, S. and Li, B. Solution of lin-
ear fractional partial differential equations based on the operator matrix
of fractional Bernstein polynomials and error correction, Int. J. Innov.
Comput. I. 14 (2018), 211–226.

15. Momani, S. and Odibat, Z. Homotopy perturbation method for nonlinear
pertial differential equations of fractional order, Phys. Lett. A, 365 (2007),
345–350.

16. Nemati, A. and Yousefi, S.A. A numerical scheme for solving two-
dimensional fractional optimal control problems by the Ritz method com-
bined with fractional operational matrix, IMA J. Math. Control Inform.
34(4) (2017), 1079–1097.

17. Rostamy, D., Karimi, K. and Mohamadi, E. Solving fractional partial dif-
ferential equations by an efficient new basis, Int. J. Appl. Math. Comput.
5 (2013), 6–21.

18. Safaie, E. and Farahi, M.H. An approximation method for numerical so-
lution of multi-dimensional feedback delay fractional optimal control prob-
lems by Bernstein polynomials, Iran J. Numerical Analysis and Optimiza-
tion, 4(1) (2014), 77–94.



G
al

le
y

P
ro

of

An approximate method based on Bernstein polynomials ... 239

19. Safdari, H., Mesgarani, H., Javidi, M. and Esmaeelzade Aghdam, Y.
Convergence analysis of the space fractional-order diffusion equation based
on the compact finite difference scheme, J. Comput. Appl. Math. 39(2)
(2020), 1–15.

20. Sakar, M.G., Uludag, F. and Erdogan, F. Numerical solution of time-
fractional nonlinear PDEs with proportional delays by homotopy perturba-
tion method, Appl. Math. Model. 40 (2016), 6639–6649.

21. Shah, R., Khan, H., Kumam, P., Arif, M. and Baleanu, D. Natural trans-
form decomposition method for solving fractional-order partial differential
equations with proportional delay, Mathematics, 7 (2019), 1–14.

22. Singh, B.K. and Kumar, P. Fractional variational iteration method for
solving fractional partial differential equations with proportional delay, Int.
J. Differ. Equ. 4 (2017), 1–11.

23. Sripacharasakullert, P., Sawangtong, W. and Sawangtong, P. An approx-
imate analytical solution of the fractional multi-dimensional Burgers equa-
tion by the homotopy perturbation method, Adv. Differ. Equ. 252 (2019),
1–12.

24. Stone, M. The generalized weierstrass approximation theorem, Math.
Mag. 21 (1948), 237–254.

25. Thabet, H. and Kendre, S. New modification of Adomian decomposi-
tion method for solving a system of nonlinear fractional partial differential
equations, Int. J. Adv. Appl. Math. Mech. 6(3) (2019), 1–13.
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