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Abstract

We offer a method for solving the fractional optimal control problems of
multi-dimensional. We obtain a fractional derivative and multiplication op-
erational matrix for Mott polynomials (M-polynomials). In the proposed
method, the Caputo sense of the fractional derivative is applied on dynam-
ical system. The main feature of this method is to reduce the problem into
a system of algebraic equations in order to simplify it. We also show that
by increasing the approximation points, the responses converge to the real
answer. When the degree of fractional derivative approaches to 1, then the
obtained solution approaches to the classical solution as well.
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1 Introduction

Over the last years, many researchers have developed fractional calculus and
its applications in physics, chemistry, engineering, and so on; see [2, 7, 8,
12]. A fractional dynamic system (FDs) is a system whose dynamics are
expressed by fractional differential equations, and a fractional optimal control
problem (FOCP) is an optimal control problem for an FDs [4, 26]. The
theory of optimal control is an area in mathematics that has been developing
for years, but the theory of fractional optimal control is a new area. Several
authors studied this field [1, 3, 9, 22]. Some applications of FOCPs are given
in [10, 19]. In most papers, one-dimensional FOCPs are considered where
the problem is only with one state, one control variable, and one fractional
differential equation [14, 15, 28]. In recent years, the use of different methods
for solving optimal control problems has been considered by some researchers.
A new numerical approach for solving FOCPs, including state and control
inequality constraints using new biorthogonal multiwavelets, was made by
Ashpazzadeh, Lakestani, and Yildirim [6]. In this paper, we consider FOCPs
in the Caputo sense with multi-dimensional variables. In this method, the
state and the control vectors do not necessarily have only one dimension.

An FOCP can be defined with respect to different definitions of fractional
derivatives. Most important types of fractional derivatives are the Riemann–
Liouville and the Caputo. In this paper, we consider the multi-dimensional
FOCP as follows:
Determinate states X(t) ∈ Rn and controls U(t) ∈ Rk, which

Min J(t,X(t), U(t)) =

∫ 1

0

f(t,X(t), U(t))dt, (1)

subject to

Dαxi(t) = gi(t,X(t), U(t)), 0 < α ≤ 1, 0 < t ≤ 1, i = 1, . . . , n, (2)

and satisfy the initial condition

X(0) = X0, (3)

where

X(t) = [x1(t), . . . , xn(t)]
T , U(t) = [u1(t), . . . , uk(t)]

T , (4)

X0 = [x0,1(t), . . . , x0,n(t)]
T , and also f, gi : [0, 1]×Rn×Rk → R are poly-

nomial functions. The above problem reduces to a standard optimal control
problem, when α = 1.

The main purpose is to generalize the Mott operational matrix to frac-
tional calculus. In the present work, we use Mott polynomials (MPs) for
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solving FOCPs. The method consists of expanding the solution by MPs with
the unknown coefficients. The properties of MPs are used to evaluate the
unknown coefficients and find an approximate solution for X(t) and U(t)
in the problem. Also, illustrative examples are included to demonstrate the
applicability of the new approach.

This article is organized as follows. Section 2 presents some of the pre-
liminaries in fractional calculus. Section 3 describes the MPs and function
approximation. We make an operational matrix for fractional integration,
derivative, and multiplication by MPs in Section 4. In Section 5, we apply
the MPs to solve multi-dimensional FOCPs. In Section 6, the convergence
of the proposed method is discussed. In Section 7, the numerical examples
are simulated to demonstrate the high performance of the proposed method.
Finally, Section 8 concludes our work.

2 Some preliminaries in fractional calculus

This section provides some basic definitions of the fractional calculus.

Definition 1. We define from [11] Cµ =
{
f(t) : f(t) > 0 for t > 0, f(t) =

tpf1(t) where p > µ, f1 ∈ C[0,∞)
}

and Cn
µ =

{
f(t) : f (n)(t) ∈ Cµ

}
, where

n ∈ N and µ ∈ R.

Definition 2. The Riemann–Liouville fractional integral operator of order
α ≥ 0 of a function f ∈ Cµ, µ ≥ 1, is defined as [11]

0I
α
t f(t) =


1

Γ(α)

∫ t

0
(t− s)α−1f(s)ds, α > 0, t > 0,

f(t), α = 0,
(5)

and for n − 1 < α ≤ n, n ∈ N, t > 0, f ∈ Cn
−1, the fractional derivative of

f(t) in the Caputo sense is defined as

c
0D

α
t f(t) = In−αDnf(t)

=


1

Γ(n− α)

∫ t

0
(t− s)n−α−1 dn

dsn
f(s)ds, n− 1 < α < n, n ∈ N,

f (n)(t), α = n, n ∈ N,

(6)

where Dn is the nth-order derivative.

Definition 3. For f ∈ Cµ, µ ≥ −1, α, β ≥ 0, we have [27]

0I
α
t t

γ =
Γ(γ + 1)

Γ(γ + α+ 1)
tγ+α, (7)
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and for n − 1 < α ≤ n, n ∈ N, t > 0, f ∈ Cn
µ , µ ≥ −1, also, we have the

following properties:

1. c
0D

αIαf(t) = f(t),

2. Iα c
0D

αf(t) = f(t)−
n−1∑
j=0

f (t) (0+)
xk

k!
,

3. c
0D

βf(t) = Iα−βDαf(t).

3 MPs

The MP sn(t) is defined by (see [21, 23, 25])

sn(t) = (−1)n
(
t

2

)n

(n− 1)!

h(n
2 )∑

k=0

(
n

k

)
(−1)k

t−2k

(n− 2k − 1)!
, (8)

where

h
(n
2

)
=


n

2
if n is even,

n

2
− 1

2
if n is odd.

From the above definition, it is obvious that s0(t) = 1 ̸= 0. For this reason
sn(t) is a Sheffer set [29]. The first few MPs are

s0(t) = 1,

s1(t) = −1

2
t,

s2(t) =
1

4
t2,

s3(t) =
3

4
t− 1

8
t3,

s4(t) = −3

2
t2 +

1

16
t4,

s5(t) = −15

2
t+

15

8
t3 − 1

32
t5.

Now we define the vector Ar, for r = 0, 1, . . . , n. If r is odd, then for i =
0, 1, . . . , n,
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Ar = bir , (9)

bir =

{
0, i = 2l, l ∈ N ∪ {0},
cir otherwise, (10)

cir =

(
−1

2

)r

(r − 1)!

(
r
ki

)
(−1)ki

(r − 2ki − 1)!
,

ki = βj , βj − 1, . . . , 0,

βj =
r − 1

2
− j, j = 0, 1, . . . ,

r − 1

2
. (11)

If r is even, then for i = 0, 1, . . . , n,

Ar = b′ir , (12)

b′ir =

{
0 i = 2l + 1, l ∈ N ∪ {0},
c′ir otherwise, (13)

c′ir =

(
−1

2

)r

(r − 1)!

(
r
ki

)
(−1)k

′
i

(r − 2k′i − 1)!
,

k′i = β′
j , β

′
j − 1, . . . , 0,

β′
j =

r

2
− j, j = 0, 1, . . . ,

r

2
. (14)

Hence, Sr(t) = ArTr(t) for (r = 0, 1, . . . , n), here Tr(t) = [1, t, . . . , tr]T .
Then, we define an (r + 1) × (r + 1) lower triangular matrix A such that
A = [A0, A1, . . . , Ar]

T and Ai(i = 0, 1, . . . , n) is a row vector of order r.
As a result,

φn(t) = ATn(t), (15)

where

φn(t) =
[
s0(t), s1(t), . . . , sn(t)

]T
. (16)

3.1 Function approximation

We recall here a theorem that was stated and proved in [20]. Suppose that
H = L2[0, 1] is a Hilbert space and that {s0, s1, . . . , sn} is the MPs of degree
n on the interval [0, 1]. We define Y = Span{s0, s1, . . . , sn}. Let f be an
arbitrary element in H. Since Y is a finite-dimensional subspace of the space
H, the function f has the best unique approximation on Y like fn ∈ Y , that
is, there exists fn ∈ Y such that
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∥f − fn∥2 ≤ ∥f − y∥2, for all y ∈ Y, (17)

where ∥f∥2 =
√

⟨f, f⟩ and ⟨·, ·⟩ denotes the inner product. Since fn ∈ Y ,
therefore fn is a linear combination of the spanning basis of Y ; that is, there
exist n+ 1 coefficients

C = [c0, c1, . . . , cn] ∈ R (18)

such that

f(t) ≃ fn(t) =

n∑
j=0

cjsj(t) = CTφn(t), (19)

where

∥f − fn∥2 → min .

(20)

Then C can be obtained by

C = Q−1⟨f(t), φn(t)⟩, (21)

where

Q = ⟨φn(t), φn(t)⟩ =
∫ 1

0

φn(t)φn(t)
T dt. (22)

Theorem 1. [20] Let X be an inner product space and let M ̸= ∅ be a
convex subset that is complete in the metric induced by the inner product.
Then for every given x ∈ X, there exists unique y ∈ M such that

δ = inf
ỹ∈M

∥x− ỹ∥ = ∥x− y∥. (23)

4 Mott operational matrices

4.1 Mott operational matrix of the fractional integration

In this section, we describe the MPs operational matrix of fractional integra-
tion of the vector φn. The operational matrix can be approximated as

Iαφn(t) ≃ Pφn(t), (24)
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where P is the (n + 1) × (n + 1) Riemann–Liouville fractional operational
matrix of integration. We construct P as follows:

Iαsi(t) = (−1)i
(
1

2

)i

(i− 1)!

h( i
2 )∑

k=0

(
i

k

)
(−1)k

Iαti−2k

(i− 2k − 1)!

= (−1)i
(
1

2

)i

(i− 1)!

h( i
2 )∑

k=0

(
i
k

)
(−1)k

(i− 2k − 1)!
ti−2k+α Γ(i− 2k + 1)

Γ(i− 2k + α+ 1)
.

(25)

Now we approximate ti−2k+α by n+ 1 terms of the Mott basis

ti−2k+α ≃
n∑

j=0

bjsj(t), (26)

where

bj = Q−1
j

∫ 1

0

ti−2k+αsj(t)dt

= (−1)j
(
1

2

)j

(j − 1)!

h( j
2 )∑

L=0

(
j
L

)
(−1)L

(j − 2L− 1)!
× 1

i− 2k + α+ j − 2L+ 1
.

(27)

Therefore we have

Iαsi(t) ≃
n∑

j=0

Bijsj(t), (28)

where

Bij =(−1)i+j

(
1

2

)i+j

(i− 1)!(j − 1)!

h( i
2 )∑

k=0

h( j
2 )∑

L=0

(
j

L

)(
i

k

)
(−1)k+L 1

(i− 2k − 1)!(j − 2L− 1)!

× 1

i+ j − 2L− 2k + α+ 1
, (29)

and

Qj =
〈
sj(t), sj(t)

〉
=

∫ 1

0

sj(t)sj(t)
T dt. (30)
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Finally, we obtain

P =

B00 . . . B0n

... . . . ...
Bn0 . . . Bnn

 , (31)

where P is called the MPs operational matrix of fractional integration.

4.2 Mott operational matrix of the fractional derivative

In this section, we describe the MPs operational matrix of fractional deriva-
tive of the vector φn(t). The operational matrix can be approximated as

c
0D

α
t φn(t) ≃ Tφn(t), (32)

where T is the (n+1)×(n+1) operational matrix of the fractional derivative.
We construct T as follows:

c
0D

α
t φn(t) =

1

Γ(n− α)

∫ t

0

(t− s)n−α−1 dn

dsn
φn(s)ds

=
1

Γ(n− α)
tn−α−1 ∗ φ(n)

n (t),

where ∗ denotes the convolution product and

φ(n)
n (t) = Dnφn(t).

Therefore we have

Dαφn(t) =
1

Γ(n− α)
tn−α−1 ∗Dnφn(t)

=
Dn

Γ(n− α)
tn−α−1 ∗ φn(t) =

Dn

Γ(n− α)
tn−α−1 ∗ATn(t)

=
ADn

Γ(n− α)
tn−α−1 ∗ [1, t, . . . , tn]

=
ADn

Γ(n− α)
[tn−α−1 ∗ 1, tn−α−1 ∗ t, . . . , tn−α−1 ∗ tn]

= ADn[Dα1, Dαt, . . . , Dαtn]

= ADn

[
0!

Γ(1− α)
t−α,

1!

Γ(2− α)
t1−α, . . . ,

n!

Γ(n− α+ 1)
tn−α

]
= AKDnT̄n,

IJNAO, Vol. 12, No. 1, (2022), pp 201-227



Using Mott polynomials operational matrices to optimize multi-dimensional ... 209

where K is an (n+ 1)× (n+ 1) matrix where the entries are given by

Ki,j =


i!

Γ(i+ 1− α)
, i = j,

0, i ̸= j,
i, j = 0, 1, . . . , n,

and

T̄n = [t−α, t1−α, . . . , tn−α]T .

Now we approximate tn−α by n+ 1 terms of the Mott basis

tn−α ≃ ETφn(t),

where

E = Q−1

∫ 1

0

tn−αφn(t)dt = Q−1

∫ 1

0

tn−αATn(t)dt

= Q−1A

∫ 1

0

tn−α[1, t, . . . , tn]dt

= Q−1A

[
1

n− α+ 1
,

1

n− α+ 2
, . . . ,

1

n− α+ n

]T
,

and

Q = ⟨φn, φ⟩ =
∫ 1

0

φn(t)φn(t)
T dt

=

∫ 1

0

ATn(t)Tn(t)
TAT dt = A

∫ 1

0

Tn(t)TndtA
T = AHAT ,

where H is the well-known Hilbert matrix

H =



1
1

2

1

3
· · · 1

n+ 1
1

2

1

3

1

4
· · · 1

n+ 2
...

...
... . . . ...

1

n+ 1

1

n+ 2

1

n+ 1
· · · 1

2n+ 1


.

Finally, we obtain

c
0D

α
t φn(t) ≃ Tφn(t),

where

T = AKDnE. (33)
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Moreover, T is called the MPs operational matrix of fractional derivative.

4.3 The operational matrix of multiplication

The following property of the product of two Mott function vectors will be
also used:

CTφn(t)φn(t)
T ≃ φn(t)

T C̃T , (34)

where C̃ is the (n+1)×(n+1) multiplication operational matrix. To illustrate
the calculation procedure, we let

CTφn(t)φn(t)
T =

[
c0(t), c1(t), . . . , cn(t)

]
.

Now we approximate CTφn(t)φn(t)
T as follows:

ci(t) ≃
n∑

j=0

c̃ijsj(t) = C̃T
i φn(t), (35)

where

C̃i = [c̃i0, c̃i1, . . . , c̃in]
T . (36)

Using (21), we obtain

cki =

〈
n∑

j=0

c̃ijsj(t), sk(t)

〉
=

n∑
j=0

c̃ijdjk(t), j, k = 0, . . . , n, (37)

where cki =
〈
ci(t), sk(t)

〉
and

djk =
〈
sj(t), sk(t)

〉
. (38)

Therefore

CT
i = C̃T

i D, (39)

and

Ci = [c0i , c
1
i , . . . , c

n
i ]

T , (40)

where D = [djk] is a matrix of order (n + 1) × (n + 1) given by (38). Also,
C̃T

i in (39) is given by
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C̃T
i = CT

i D
−1. (41)

Hence, we get the operational matrix of multiplication as

C̃0 = [c̃ij ]0≤i,j≤n. (42)

5 MPs for solving multi-dimensional FOCPs

Using Theorem 1, we can approximate the state functions xi(t) and the
control functions uj(t) as

xi(t) ≈ CT
i φn(t), i = 1, . . . , n, (43)

uj(t) ≈ BT
j φn(t), j = 1, . . . , k, (44)

where Ci, Bj ∈ R(m×1)×1. By using (32) and (43), we can write

Dαxi(t) ≈ CT
i Dαφn(t), i = 1, . . . , n.

As a result, problem (1)–(4) reduces to

Minimize

∫ 1

0

f(t, CT
1 φn(t), . . . , C

T
n φn(t), B

T
1 φn(t), . . . , B

T
k φn(t))dt,

subject to

CT
i Tφn(t) = gi

(
t, CT

1 φn(t), . . . , C
T
n φn(t), B

T
1 φn(t), . . . , B

T
k φn(t)

)
,

with the initial conditions

CT
i φn(0) = x0,i, i = 1, . . . , n. (45)

Since functions f, gi are polynomials, we get the following approximations:∫ 1

0

f(t,X(t), U(t))dt ≈ F (C1, . . . , Cn, B1, . . . , Bk), (46)

gi(t,X(t), U(t)) ≈ Gi(C1, . . . , Cn, B1, . . . , Bk)φn(t), i = 1, . . . , n,
(47)

where F,Gi : R
(m+1)×n × R(m+1)×k → R1×(m+1). For each i = 1, . . . , n, we

can generate algebraic equations from (47) as follows:
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G̃i,j =

∫ 1

0

(CT
i T −Gi(C1, . . . , Cn, B1, . . . , Bk)φn(t)Bjn(t))dt = 0,

j = 0, . . . , n− 1,

and from (45), we set G̃i,n = CT
i φn(0)− x0,i.

Finally, the FOCP (1)–(4) has been reduced to a parameter optimization
problem, which can be stated as follows:

Find Ci and Bj that

Min F (C1, . . . , Cn, B1, . . . , Bk)

s.t. G̃i,j(C1, . . . , Cn, B1, . . . , Bk) = 0,

i = 1, . . . , n, j = 0, . . . , k.

We define the Lagrange function for the above problem as

L(C1, . . . , Cn, B1, . . . , Bk, λ̃1, . . . , λ̃n)

= F (C1, . . . , Cn, B1, . . . , Bk) +

n∑
i=1

k∑
j=0

λ̃i,jG̃i,j(C1, . . . , Cn, B1, . . . , Bk),

and consider the necessary conditions for the extremum and obtain the cor-
responding system of algebraic equations

∂L

∂Ci
= 0,

∂L

∂λ̃i

= 0, i = 1, . . . , n,

∂L

∂Bj
= 0, j = 1, . . . , k.

These equations can be solved for Ci, Bj , and λ̃i by Newton’s iterative
method. Then, we get the approximate value of the state functions xi(t)
and the control functions uj(t) from (43) and (44), respectively.

6 Error estimation and convergence analysis

In the following theorem, the error estimation for the approximated functions
will be expressed in terms of Gram determinant. For any given elements
x1, x2, . . . , xn in a Hilbert space H, the Gram determinant of these elements
is defined as follows [20]:
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G(x1, x2, . . . , xn) =

∣∣∣∣∣∣∣∣∣
⟨x1, x1⟩ ⟨x1, x2⟩ . . . ⟨x1, xn⟩
⟨x2, x1⟩ ⟨x2, x2⟩ . . . ⟨x2, xn⟩

...
... . . . ...

⟨xn, x1⟩ ⟨xn, x2⟩ . . . ⟨xn, xn⟩

∣∣∣∣∣∣∣∣∣ . (48)

Theorem 2. Suppose that H is a Hilbert space and that Y is a closed
subspace of H such that dimY < ∞ and y1, y2, . . . , yn is any basis for Y . Let
x be an arbitrary element in H and let y0 be the unique best approximation
to x out of Y . Then from [20]

∥x− y0∥22 =
G(x, y1, y2, . . . , yn)

G(y1, y2, . . . , yn)
, (49)

where

G(x, y1, y2, . . . , yn) =

∣∣∣∣∣∣∣∣∣
⟨x, x⟩ ⟨x, y1⟩ . . . ⟨x, yn⟩
⟨y1, x⟩ ⟨y1, y1⟩ . . . ⟨y1, yn⟩

...
... . . . ...

⟨yn, x⟩ ⟨yn, y1⟩ . . . ⟨yn, yn⟩

∣∣∣∣∣∣∣∣∣ . (50)

The following theorems illustrate that by increasing the number of MPs
the error tends to zero.

Theorem 3. Let f be an arbitrary element in H. Then the function f has
the best unique approximation on Y like fn ∈ Y ; that is,

there exists fn ∈ Y s.t. for all y ∈ Y : ∥f − fn∥2 ≤ ∥f − y∥2, (51)

where ∥f∥2 =
√

⟨f, f⟩ and ⟨·, ·⟩ denotes the inner product. Since fn ∈ Y ,
therefore fn is a linear combination of the spanning basis of Y ; that is, there
are n+ 1 coefficients

C = [c0, c1, . . . , cn] ∈ R, (52)

such that

f(t) ≃ fn(t) =

n∑
j=0

cjsj(t) = CTφn(t), (53)

where

∥f − fn∥2 → min .

(54)

Then C can be obtained by
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C = Q−1⟨f(t), φn(t)⟩, (55)

where

Q = ⟨φn(t), φn(t)⟩ =
∫ 1

0

φn(t)φn(t)
T dt. (56)

Theorem 4. Suppose that f(t) ∈ L2[0, 1] is approximated by fn(t) as

fn(t) =

n∑
i=0

ciβi(t) = CTφn(t), (57)

where C and φn(t) are defined respectively in (55) and (16). Then

lim
m→∞

∥f(t)− fn(t)∥L2[0,1] = 0. (58)

The error vector eIα of the operational matrix is given by

eIα = [eIα0 , eI
α
1 , . . . , eI

α
n ]

T = Pφn(t)− Iαφn(t). (59)

From (49) and Theorem 2, we have∥∥∥∥∥∥ti−2k+α −
n∑

j=0

bjsj

∥∥∥∥∥∥
2

=

(
G(ti−2k+α, si(t), s1(t), . . . , sn(t))

G(s0(t), s1(t), . . . , sn(t))

)
. (60)

Hence, according to (59) and (28), we have

∥eIαi ∥2 =

∣∣∣∣∣∣Iαsi(t)−
n∑

j=0

Bijsj(t)

∣∣∣∣∣∣
2

≤

[(
−1

2

)i+j

(i− 1)!(j − 1)!

]

×
h( i

2 )∑
k=0

h( j
2 )∑

L=0

(
j

L

)(
i

k

)
(−1)k+L 1

(i− 2k − 1)!(j − 2L− 1)!

× 1

i+ j − 2L− 2k + α+ 1

∣∣∣∣∣∣ti−2k+α −
n∑

j=0

bjsj

∣∣∣∣∣∣
2
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≤

[(
−1

2

)i+j

(i− 1)!(j − 1)!

]

×
h( i

2 )∑
k=0

h( j
2 )∑

L=0

(
j

L

)(
i

k

)
(−1)k+L 1

(i− 2k − 1)!(j − 2L− 1)!

× 1

i+ j − 2L− 2k + α+ 1

×
(
G(ti−2k+α, s0(t), s1(t), . . . , sn(t))

G(s0(t), s1(t), . . . , sn(t))

) 1
2

. (61)

By considering Theorem 4 and using (61), one can conclude that by in-
creasing the number of the Mott bases the vector eIα tends to zero.

7 Numerical examples

To demonstrate the applicability of the numerical scheme, we apply the
present method for the following illustrative examples.

Example 1. [16] Consider the following two-dimensional FOCP:

Min J [u, x] =
1

2

∫ 1

0

(x2(t) + u2(t))dt,

s.t. Dαx(t) = −x(t) + u(t),

x(0) = 1.

Our aim is to find the pair (x(t), u(t)), which minimizes the performance
index J . The exact optimal solution of this problem for α = 1 is as follows:

x(t) = cosh(
√
2t) + β sinh(

√
2t),

u(t) = (1 +
√
2β) cosh(

√
2t) + (

√
2 + β) sinh(

√
2t),

β = −cosh(
√
2) +

√
2 sinh(

√
2)√

2 cosh(
√
2) + sinh(

√
2)

.

In Tables 1 and 2, the absolute errors of our proposed method and the
method presented in [16] for α = 1 are given. We see that the absolute
errors of our approach are less than that of the method presented in [16].
Moreover, in Table 3, we show the comparison of the approximate optimal
value of objective functional for α = 1. It can be seen that the approximate
value J tends to J∗ = 0.1929092980931791356.
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Table 1: Comparison of the absolute errors of approximate optimal state for Example
1

t Present Method Method in [16]

0.1 6.23e-9 2.11e-5
0.2 4.60e-10 9.71e-6
0.3 8.94e-9 4.08e-7
0.4 1.01e-9 5.76e-7
0.5 9.33e-9 5.66e-6
0.6 3.89e-10 9.25e-6
0.7 8.67e-9 8.35e-6
0.8 9.96e-10 4.34e-6
0.9 5.83e-9 2.59-6

Table 2: Comparison of the absolute errors of approximate optimal control for Example
1

t Present Method Method in [16]

0.1 1.1e-7 6.74e-6
0.2 1.57e-7 3.17e-6
0.3 3.49e-9 5.92e-7
0.4 1.41e-7 7.10e-7
0.5 3.84e-9 2.01e-6
0.6 1.38e-7 2.71e-6
0.7 9.80e-9 2.11e-6
0.8 1.50e-7 8.59e-7
0.9 1.08e-7 8.93-8

Table 3: Comparison of the approximate optimal value of J for Example 1
n Present Method Method in [16]

J error of J J[16] error of J [16]

7 0.1929092980931 7.6e-15 0.192909308499 1.04e-8
8 0.1929092980931 7.6e-15 0.192909298458 3.64e-10
9 0.1929092980931 4.5e-18 0.192909298107 1.41e-11

Example 2. [13] Consider the following two-dimensional FOCP:

Min J [u, x] =
1

2

∫ 1

0

(x2
1(t) + x2

2 + u2(t))dt,

s.t. Dαx1(t) = −x1(t) + x2(t) + u(t),

Dαx2(t) = −2x2(t),

x1(0) = x2(0) = 1.

At α = 1, the exact solutions are
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x1(t) = 0.018352e
√
2t + 2.48165e−

√
2t − 3e−2t

2
,

x2(t) = e−2t,

u(t) = 0.044305e
√
2t − 1.0279322e−

√
2t +

e−2t

2

In Tables 4–6, the absolute errors when α = 1 and n = 3, 4, 6 are demon-
strated, and in Figure 1 (a-c), the results for α = 0.9 and n = 3, 4, 6 are
plotted. In Table 7, the comparison of our numerical results for the minimum
values of J with different values of α at n = 6, 7, 8 with the results obtained
in [24] is tabulated. In Figure 2 (a-c), we show that when α tends to 1, the
approximate solutions tend to the exact solutions. In [13], a reasonable result
was achieved with a large number of approximations (n = 64, 128), while in
the present work, we achieve a satisfactory result with at most six elements
of the Mott basis, which demonstrates the efficiency of the new method even
when the number of approximations is not so great.

Table 4: Absolute errors of x1(t) for α = 1 at various choices of n for Example 2
n

t 3 4 6

0.1 6.2546× 10−4 7.4441× 10−4 1.5002× 10−5

0.2 4.5464× 10−3 9.0972× 10−4 8.3446× 10−6

0.3 3.9041× 10−3 1.4174× 10−5 1.0492× 10−5

0.4 1.1462× 10−3 7.5444× 10−4 5.1504× 10−6

0.5 1.9425× 10−3 8.7140× 10−4 1.2149× 10−5

0.6 4.0841× 10−3 3.1893× 10−4 1.0835× 10−6

0.7 4.3836× 10−3 5.3794× 10−4 1.2403× 10−5

0.8 2.2303× 10−3 1.0500× 10−3 5.0792× 10−6

0.9 2.7809× 10−3 3.6221× 10−4 1.6075× 10−5

Table 5: Absolute errors of x2(t) for α = 1 at various choices of n for Example 2
n

t 3 4 6

0.1 1.8817× 10−4 1.0437× 10−3 1.3953× 10−5

0.2 1.0761× 10−2 1.4093× 10−3 7.5730× 10−6

0.3 1.0648× 10−2 1.3573× 10−4 9.8425× 10−6

0.4 4.7251× 10−3 1.0583× 10−3 4.5687× 10−6

0.5 3.0146× 10−3 1.3381× 10−3 1.1291× 10−5

0.6 9.3023× 10−3 5.9271× 10−4 1.2293× 10−6

0.7 1.1462× 10−2 6.9627× 10−4 1.1414× 10−5

0.8 7.3019× 10−3 1.5621× 10−3 4.8958× 10−6

0.9 4.9714× 10−3 6.4096× 10−4 1.4835× 10−5
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Table 6: Absolute errors of u(t) for α = 1 at various choices of n for Example 2
n

t 3 4 6

0.1 6.6070× 10−4 2.3079× 10−4 5.0375× 10−6

0.2 1.7968× 10−4 3.1360× 10−4 2.7248× 10−6

0.3 7.8105× 10−4 3.1989× 10−5 3.5467× 10−6

0.4 9.3073× 10−4 2.3164× 10−4 1.6400× 10−6

0.5 6.1527× 10−4 2.9416× 10−4 4.0622× 10−6

0.6 1.9916× 10−5 1.3128× 10−4 4.4423× 10−7

0.7 7.0047× 10−4 1.5236× 10−4 4.1084× 10−6

0.8 1.0445× 10−3 3.4459× 10−4 1.7637× 10−6

0.9 5.7713× 10−4 1.4011× 10−4 5.3528× 10−6

Table 7: Values of J when α approaches to 1, for Example 2
PresentMethod Method of [29]

α n = 6 n = 7 n = 8 n = 6 n = 7 n = 8

0.6 0.329 09 0.329 09 0.329 10
0.7 0.351 62 0.351 62 0.351 62
0.8 0.376 27 0.376 27 0.376 27 0.378 33 0.377 56 0.377 17
0.9 0.403 08 0.403 08 0.403 08 0.403 98 0.403 66 0.403 46
0.99 0.429 00 0.429 00 0.429 00 0.429 09 0.429 05 0.429 04
0.9999 0.431 95 0.431 95 0.431 95 0.431 96 0.431 96 0.431 96
1 0.431 98 0.431 98 0.431 98 0.431 99 0.431 98 0.431 98

Example 3. [1, 5, 22] Consider the following FOCP:

Min J [u, x] =
1

2

∫ 1

0

(x2(t) + u2(t))dt,

s.t. Dαx(t) = tx(t) + u(t), 0 ≤ α ≤ 1,

x(0) = 1.

This problem has the exact solution J = 0.4842676962287272. In Figure
3 (a,b), the obtained results of the variables x(t) and u(t) are plotted for
different values of α. In Figure 4 (a,b), the comparison between the exact
solutions and the proposed method is plotted for n = 8 and α = 1. In
Table 8, the comparison of our numerical results for the minimum values of
J for α = 1, 0.99 at n = 5 with the results obtained in [18, 24] is tabulated.
Obviously, our estimated results are in good agreement with them.
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Figure 1: The behavior of the approximate solutions of Example 2 for n = 3, 4, 6 and
α = 0.9, with exact solution. (a)x1(t), (b)x2(t), (c)u(t).
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Figure 2: The behavior of the approximate solutions of Example 2 for n = 6 and
α = 0.9, 0.99, 1. (a)x1(t), (b)x2(t), (c)u(t).
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Table 8: The estimated values of J for different values of α and n = 5 for Example 3
α Present Method Method of [24] Method of [18]
1 0.484267 0.484268 0.484268

0.99 0.483461 0.483468 0.483463
0.9 0.475874 0.476067 0.475883
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Figure 3: The behavior of the approximate solutions of Example 3 for n = 8 and
α = 0.75, 0.85, 0.95, 1, with exact solution. (a)x(t), (b)u(t).
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Figure 4: Comparison between the exact solutions and the proposed method of Exam-
ple 3 for n = 8 and α = 1. (a)x(t), (b)u(t).

Example 4. [30] In this example, the vibration of a spring-mass-damper sys-
tem subjected to an external force is considered. In particular, the response
to harmonic excitations, impulses, and step forcing functions is examined. In
many environments, rotating machinery, motors, and so on cause periodic
motions of structures to induce vibrations into other mechanical devices and
structures nearby. On summing the forces, the equation for the forced vibra-
tion of the system in Figure 5 is obtained. It is common to approximate the
driving forces F (t)
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mẍ(t) + cẋ(t) + kx(t) = F (t),

where m, c, and k are fixed numbers. Also F (t) represents the control force
derived from the action of an actuator force represented by F (t) = bu(t),
where b is a fixed number. The linear regulator problem has a specific ap-
plication in the vibration suppression, and the performance index for this
problem is defined as

Figure 5: (a) Schematic of the forced mass–damper system assuming no friction on
the surface and (b) free body diagram of the system of part (a) for Example 4

J =
1

2

∫ tf

t0

(x2(t) + au2(t))dt,

where t0 and tf are initial and final times, respectively. We introduce the
usual state variable notation {

x1 = x,
x2 = c

0D
α
t x(t).

Then, the equation of motion in a order can be written as{ c
0D

α
t x1(t) = x2,

c
0D

α
t x2(t) = − k

m
x1 −

c

m
x2 +

b

m
u.

By selecting t0 = 0, tf = 1, c = 2, and m = a = b = k = 1, the boundary
conditions for this example are considered as{

x(0) = c
0D

α
t x(t)(0),

x(1) = c
0D

α
t x(t)(1),
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or {
x1(0) = x2(0) = 1,
x1(1) = x2(1) = 0.

For α = 1, we obtain the following exact solutions:

x1e(t) =[
1393

95
e−

167
152 t +

676

219
e

167
152 t](sin

76

167
t)

+ [
1574

423
e−

167
152 t − 1151

423
e

167
152 t](cos

76

167
t),

x2e(t) =[
2838

613
e

167
152 t − 12872

723
e−

167
152 t](sin

76

167
t)

+ [
1021

395
e−

167
152 t − 626

395
e

167
152 t](cos

76

167
t),

ue(t) =[
16157

890
e

167
152 t − 1134

443
e−

167
152 t](sin

76

167
t)

− [
2547

461
e

167
152 t +

2591

1263
e−

167
152 t](cos

76

167
t),

and Je = 13.00484741498823, where x1e(t) = x(t). In Table 9, the results
of J for different values of α and n are listed. It is seen that with the increase
in the number of the Mott basis, the approximate value of J converges to
the exact solution. Also Tables 10–12 demonstrate the approximation of
x1(t), x2(t), and u(t) for different values of n with α = 1. Figure 6 (a-d)
illustrates the behavior of state variables x1(t), x2(t), control variable u(t)
and performance index J , respectively, for n = 7 and for different values of
α with the exact solutions. Table 13 demonstrates the approximation of J ,
for n = 8 and different values of α. Also in Table 14, the absolute errors of
J, x1(t), x2(t), and u(t) for Example 4 are calculated at various choices of n
and α = 1.

Table 9: Approximate solutions of J for different values of α and n for Example 4
α

n 1 0.99 0.9

3 13.01904761904762 12.644 81 10.531 56
5 13.0048478586403 12.638 42 10.209 67
7 13.00484741498875 12.649 19 10.210 82
9 13.00484741498822 12.654 24 10.220 66
11 13.00484741498823 12.656 99 10.227 68

IJNAO, Vol. 12, No. 1, (2022), pp 201-227



Using Mott polynomials operational matrices to optimize multi-dimensional ... 223

H]

Table 10: Absolute errors of x1(t) for α = 1 at various choices of n for Example 4
n

t 5 7 11

0 0 0 0
0.1 8.0624× 10−6 2.8936× 10−9 3.3240× 10−13

0.2 8.9073× 10−6 3.8441× 10−9 2.0139× 10−13

0.3 1.5140× 10−6 5.1600× 10−9 5.0016× 10−13

0.4 1.1564× 10−5 2.6349× 10−9 8.2645× 10−13

0.5 1.2533× 10−5 7.1014× 10−9 3.1086× 10−15

0.6 4.7572× 10−6 1.6704× 10−9 8.1934× 10−13

0.7 4.5973× 10−6 5.2971× 10−9 4.8572× 10−13

0.8 7.9685× 10−6 3.1233× 10−9 1.9929× 10−13

0.9 3.9680× 10−6 2.7298× 10−9 3.1830× 10−13

1 1.3322× 10−15 1.2212× 10−15 4.4409× 10−16

Table 11: Absolute errors of x2(t) for α = 1 at various choices of n for Example 4
n

t 5 7 11

0 0 0 0
0.1 7.8816× 10−5 2.6708× 10−8 1.0362× 10−11

0.2 6.2887× 10−5 6.7790× 10−8 1.4781× 10−11

0.3 1.2314× 10−4 4.6618× 10−8 1.1712× 10−11

0.4 6.2434× 10−5 8.3958× 10−8 5.3897× 10−12

0.5 4.2027× 10−5 7.2681× 10−9 1.6518× 10−11

0.6 1.003× 10−4 8.4910× 10−8 5.3266× 10−12

0.7 7.2908× 10−5 3.2740× 10−8 1.1480× 10−11

0.8 8.3314× 10−6 6.6651× 10−8 1.4331× 10−11

0.9 5.8537× 10−5 1.7511× 10−8 9.9403× 10−12

1 7.7715× 10−16 1.2212× 10−15 7.7716× 10−16

Table 12: Absolute errors of u(t) for α = 1 at various choices of n for Example 4
n

t 5 7 11

0 3.9149× 10−3 4.0395× 10−6 1.2538× 10−9

0.1 9.5758× 10−3 1.5795× 10−6 2.1342× 10−10

0.2 1.3556× 10−3 6.0445× 10−7 2.8410× 10−11

0.3 1.7251× 10−4 1.1567× 10−6 2.5282× 10−10

0.4 8.5641× 10−4 2.3114× 10−7 2.8751× 10−10

0.5 1.0077× 10−3 1.1500× 10−6 3.2260× 10−11

0.6 3.5723× 10−4 3.5077× 10−7 3.0539× 10−10

0.7 5.0337× 10−4 1.0067× 10−6 2.0282× 10−10

0.8 8.2804× 10−4 6.34× 10−7 8.3564× 10−11

0.9 1.5161× 10−4 1.3112× 10−6 2.4373× 10−10

1 1.1831× 10−3 3.307× 10−6 1.1912× 10−9
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Table 13: Approximation values of J for n = 8 and different values of α
α = 1

n

1 13.004 847 414 988 234 117 130 714 182 4
0.99 12.676 065 068 414 313 965 482 218 517 6
0.9 10.416 927 546 051 989 730 195 819 221 4
0.8 9.004 530 163 410 743 299 622 066 577 65
0.7 8.363 433 733 210 117 712 725 797 350 86

Table 14: Absolute errors of J, x1, x2, u for α = 1 and different values of n
error

n error of J error of x1 error of x2 error of u
11 7.6085× 10−16 4.846× 10−13 1.04× 10−11 2.792× 10−10

9 7.5908× 10−15 3.974× 10−12 7.744× 10−11 1.9× 10−9

8 3.8474× 10−15 2.729× 10−10 4.563× 10−9 9.6× 10−8

7 5.2381× 10−12 3.908× 10−9 5.603× 10−8 1.024× 10−6

5 4.4365× 10−7 7.474× 10−6 7.234× 10−5 9.419× 10−4
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Figure 6: The behavior of the approximate solutions of Example 4 for n = 7 and
α = 0.88, 0.90, 0.99, 1, with exact solution. (a)x1(t), (b)x2(t), (c)u(t), (d)J.
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8 Conclusions

In this paper, a new numerical method has been derived to find the approxi-
mate solutions of the multi-dimensional FOCPs; this numerical method uses
MPs. The Mott fractional integration matrix reduced the FOCP into an
equivalent integral problem. By using the Mott fractional derivative and
multiplication matrix, we can transform the equivalent functional integral
equation problem into an algebraic system of equations, where this new prob-
lem is most easy to solve. Some examples are presented to demonstrate the
validity and applicability of the new method. MATLAB (2018) is used for
computations in this study.
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