How to cite this article
Research Article
BY NC

# Using Mott polynomials operational matrices to optimize multi-dimensional fractional optimal control problems 
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#### Abstract

We offer a method for solving the fractional optimal control problems of multi-dimensional. We obtain a fractional derivative and multiplication operational matrix for Mott polynomials (M-polynomials). In the proposed method, the Caputo sense of the fractional derivative is applied on dynamical system. The main feature of this method is to reduce the problem into a system of algebraic equations in order to simplify it. We also show that by increasing the approximation points, the responses converge to the real answer. When the degree of fractional derivative approaches to 1 , then the obtained solution approaches to the classical solution as well.
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## 1 Introduction

Over the last years, many researchers have developed fractional calculus and its applications in physics, chemistry, engineering, and so on; see $[2,7,8$, 12]. A fractional dynamic system (FDs) is a system whose dynamics are expressed by fractional differential equations, and a fractional optimal control problem (FOCP) is an optimal control problem for an FDs [4, 26]. The theory of optimal control is an area in mathematics that has been developing for years, but the theory of fractional optimal control is a new area. Several authors studied this field $[1,3,9,22]$. Some applications of FOCPs are given in $[10,19]$. In most papers, one-dimensional FOCPs are considered where the problem is only with one state, one control variable, and one fractional differential equation $[14,15,28]$. In recent years, the use of different methods for solving optimal control problems has been considered by some researchers. A new numerical approach for solving FOCPs, including state and control inequality constraints using new biorthogonal multiwavelets, was made by Ashpazzadeh, Lakestani, and Yildirim [6]. In this paper, we consider FOCPs in the Caputo sense with multi-dimensional variables. In this method, the state and the control vectors do not necessarily have only one dimension.

An FOCP can be defined with respect to different definitions of fractional derivatives. Most important types of fractional derivatives are the RiemannLiouville and the Caputo. In this paper, we consider the multi-dimensional FOCP as follows:
Determinate states $X(t) \in \mathbb{R}^{n}$ and controls $U(t) \in \mathbb{R}^{k}$, which

$$
\begin{equation*}
\operatorname{Min} J(t, X(t), U(t))=\int_{0}^{1} f(t, X(t), U(t)) d t \tag{1}
\end{equation*}
$$

subject to

$$
\begin{equation*}
D^{\alpha} x_{i}(t)=g_{i}(t, X(t), U(t)), \quad 0<\alpha \leq 1,0<t \leq 1, i=1, \ldots, n \tag{2}
\end{equation*}
$$

and satisfy the initial condition

$$
\begin{equation*}
X(0)=X_{0} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
X(t)=\left[x_{1}(t), \ldots, x_{n}(t)\right]^{T}, \quad U(t)=\left[u_{1}(t), \ldots, u_{k}(t)\right]^{T} \tag{4}
\end{equation*}
$$

$X_{0}=\left[x_{0,1}(t), \ldots, x_{0, n}(t)\right]^{T}$, and also $f, g_{i}:[0,1] \times \mathbb{R}^{n} \times \mathbb{R}^{k} \rightarrow \mathbb{R}$ are polynomial functions. The above problem reduces to a standard optimal control problem, when $\alpha=1$.

The main purpose is to generalize the Mott operational matrix to fractional calculus. In the present work, we use Mott polynomials (MPs) for
solving FOCPs. The method consists of expanding the solution by MPs with the unknown coefficients. The properties of MPs are used to evaluate the unknown coefficients and find an approximate solution for $X(t)$ and $U(t)$ in the problem. Also, illustrative examples are included to demonstrate the applicability of the new approach.

This article is organized as follows. Section 2 presents some of the preliminaries in fractional calculus. Section 3 describes the MPs and function approximation. We make an operational matrix for fractional integration, derivative, and multiplication by MPs in Section 4. In Section 5, we apply the MPs to solve multi-dimensional FOCPs. In Section 6, the convergence of the proposed method is discussed. In Section 7, the numerical examples are simulated to demonstrate the high performance of the proposed method. Finally, Section 8 concludes our work.

## 2 Some preliminaries in fractional calculus

This section provides some basic definitions of the fractional calculus.
Definition 1. We define from [11] $C_{\mu}=\{f(t): f(t)>0$ for $t>0, f(t)=$ $t^{p} f_{1}(t)$ where $\left.p>\mu, f_{1} \in C[0, \infty)\right\}$ and $C_{\mu}^{n}=\left\{f(t): f^{(n)}(t) \in C_{\mu}\right\}$, where $n \in N$ and $\mu \in \mathbb{R}$.

Definition 2. The Riemann-Liouville fractional integral operator of order $\alpha \geq 0$ of a function $f \in C_{\mu}, \mu \geq 1$, is defined as [11]

$$
{ }_{0} I_{t}^{\alpha} f(t)= \begin{cases}\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, & \alpha>0, t>0  \tag{5}\\ f(t), & \alpha=0\end{cases}
$$

and for $n-1<\alpha \leq n, n \in N, t>0, f \in C_{-1}^{n}$, the fractional derivative of $f(t)$ in the Caputo sense is defined as

$$
\begin{align*}
{ }_{0}^{c} D_{t}^{\alpha} f(t) & =I^{n-\alpha} D^{n} f(t) \\
& = \begin{cases}\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} \frac{d^{n}}{d s^{n}} f(s) d s, & n-1<\alpha<n, n \in N \\
f^{(n)}(t), & \alpha=n, n \in N\end{cases} \tag{6}
\end{align*}
$$

where $D^{n}$ is the $n$ th-order derivative.
Definition 3. For $f \in C_{\mu}, \mu \geq-1, \alpha, \beta \geq 0$, we have [27]

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha} t^{\gamma}=\frac{\Gamma(\gamma+1)}{\Gamma(\gamma+\alpha+1)} t^{\gamma+\alpha} \tag{7}
\end{equation*}
$$

and for $n-1<\alpha \leq n, n \in N, t>0, f \in C_{\mu}^{n}, \mu \geq-1$, also, we have the following properties:

1. ${ }_{0}^{c} D^{\alpha} I^{\alpha} f(t)=f(t)$,
2. $I^{\alpha}{ }_{0}^{c} D^{\alpha} f(t)=f(t)-\sum_{j=0}^{n-1} f^{(t)}\left(0^{+}\right) \frac{x^{k}}{k!}$,
3. ${ }_{0}^{c} D^{\beta} f(t)=I^{\alpha-\beta} D^{\alpha} f(t)$.

## 3 MPs

The MP $s_{n}(t)$ is defined by (see $[21,23,25]$ )

$$
\begin{equation*}
s_{n}(t)=(-1)^{n}\left(\frac{t}{2}\right)^{n}(n-1)!\sum_{k=0}^{h\left(\frac{n}{2}\right)}\binom{n}{k}(-1)^{k} \frac{t^{-2 k}}{(n-2 k-1)!} \tag{8}
\end{equation*}
$$

where

$$
h\left(\frac{n}{2}\right)= \begin{cases}\frac{n}{2} & \text { if } n \text { is even } \\ \frac{n}{2}-\frac{1}{2} & \text { if } n \text { is odd }\end{cases}
$$

From the above definition, it is obvious that $s_{0}(t)=1 \neq 0$. For this reason $s_{n}(t)$ is a Sheffer set [29]. The first few MPs are

$$
\begin{aligned}
& s_{0}(t)=1 \\
& s_{1}(t)=-\frac{1}{2} t \\
& s_{2}(t)=\frac{1}{4} t^{2}, \\
& s_{3}(t)=\frac{3}{4} t-\frac{1}{8} t^{3}, \\
& s_{4}(t)=-\frac{3}{2} t^{2}+\frac{1}{16} t^{4}, \\
& s_{5}(t)=-\frac{15}{2} t+\frac{15}{8} t^{3}-\frac{1}{32} t^{5} .
\end{aligned}
$$

Now we define the vector $A_{r}$, for $r=0,1, \ldots, n$. If $r$ is odd, then for $i=$ $0,1, \ldots, n$,

$$
\begin{align*}
A_{r} & =b_{i_{r}},  \tag{9}\\
b_{i_{r}} & =\left\{\begin{array}{l}
0, \quad i=2 l, l \in N \cup\{0\}, \\
c_{i_{r}} \text { otherwise, }
\end{array}\right.  \tag{10}\\
c_{i_{r}} & =\left(\frac{-1}{2}\right)^{r}(r-1)!\frac{\binom{r}{k_{i}}(-1)^{k_{i}}}{\left(r-2 k_{i}-1\right)!} \\
k_{i} & =\beta_{j}, \beta_{j}-1, \ldots, 0, \\
\beta_{j} & =\frac{r-1}{2}-j, \quad j=0,1, \ldots, \frac{r-1}{2} . \tag{11}
\end{align*}
$$

If $r$ is even, then for $i=0,1, \ldots, n$,

$$
\begin{align*}
A_{r} & =b_{i_{r}}^{\prime},  \tag{12}\\
b_{i_{r}}^{\prime} & = \begin{cases}0 & i=2 l+1, l \in N \cup\{0\} \\
c_{i_{r}}^{\prime} \text { otherwise },\end{cases}  \tag{13}\\
c_{i_{r}}^{\prime} & =\left(\frac{-1}{2}\right)^{r}(r-1)!\frac{\binom{r}{k_{i}}(-1)^{k_{i}^{\prime}}}{\left(r-2 k_{i}^{\prime}-1\right)!} \\
k_{i}^{\prime} & =\beta_{j}^{\prime}, \beta_{j}^{\prime}-1, \ldots, 0, \\
\beta_{j}^{\prime} & =\frac{r}{2}-j, \quad j=0,1, \ldots, \frac{r}{2} \tag{14}
\end{align*}
$$

Hence, $S_{r}(t)=A_{r} T_{r}(t)$ for $(r=0,1, \ldots, n)$, here $T_{r}(t)=\left[1, t, \ldots, t^{r}\right]^{T}$. Then, we define an $(r+1) \times(r+1)$ lower triangular matrix $A$ such that $A=\left[A_{0}, A_{1}, \ldots, A_{r}\right]^{T}$ and $A_{i}(i=0,1, \ldots, n)$ is a row vector of order $r$.
As a result,

$$
\begin{equation*}
\varphi_{n}(t)=A T_{n}(t) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{n}(t)=\left[s_{0}(t), s_{1}(t), \ldots, s_{n}(t)\right]^{T} \tag{16}
\end{equation*}
$$

### 3.1 Function approximation

We recall here a theorem that was stated and proved in [20]. Suppose that $H=L^{2}[0,1]$ is a Hilbert space and that $\left\{s_{0}, s_{1}, \ldots, s_{n}\right\}$ is the MPs of degree $n$ on the interval $[0,1]$. We define $Y=\operatorname{Span}\left\{s_{0}, s_{1}, \ldots, s_{n}\right\}$. Let $f$ be an arbitrary element in $H$. Since $Y$ is a finite-dimensional subspace of the space $H$, the function $f$ has the best unique approximation on $Y$ like $f_{n} \in Y$, that is, there exists $f_{n} \in Y$ such that

$$
\begin{equation*}
\left\|f-f_{n}\right\|_{2} \leq\|f-y\|_{2}, \quad \text { for all } y \in Y, \tag{17}
\end{equation*}
$$

where $\|f\|_{2}=\sqrt{\langle f, f\rangle}$ and $\langle\cdot, \cdot\rangle$ denotes the inner product. Since $f_{n} \in Y$, therefore $f_{n}$ is a linear combination of the spanning basis of $Y$; that is, there exist $n+1$ coefficients

$$
\begin{equation*}
C=\left[c_{0}, c_{1}, \ldots, c_{n}\right] \in R \tag{18}
\end{equation*}
$$

such that

$$
\begin{equation*}
f(t) \simeq f_{n}(t)=\sum_{j=0}^{n} c_{j} s_{j}(t)=C^{T} \varphi_{n}(t), \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|f-f_{n}\right\|_{2} \rightarrow \min . \tag{20}
\end{equation*}
$$

Then $C$ can be obtained by

$$
\begin{equation*}
C=Q^{-1}\left\langle f(t), \varphi_{n}(t)\right\rangle, \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=\left\langle\varphi_{n}(t), \varphi_{n}(t)\right\rangle=\int_{0}^{1} \varphi_{n}(t) \varphi_{n}(t)^{T} d t . \tag{22}
\end{equation*}
$$

Theorem 1. [20] Let $X$ be an inner product space and let $M \neq \emptyset$ be a convex subset that is complete in the metric induced by the inner product. Then for every given $x \in X$, there exists unique $y \in M$ such that

$$
\begin{equation*}
\delta=\inf _{\tilde{y} \in M}\|x-\tilde{y}\|=\|x-y\| . \tag{23}
\end{equation*}
$$

## 4 Mott operational matrices

### 4.1 Mott operational matrix of the fractional integration

In this section, we describe the MPs operational matrix of fractional integration of the vector $\varphi_{n}$. The operational matrix can be approximated as

$$
\begin{equation*}
I^{\alpha} \varphi_{n}(t) \simeq P \varphi_{n}(t) \tag{24}
\end{equation*}
$$

where $P$ is the $(n+1) \times(n+1)$ Riemann-Liouville fractional operational matrix of integration. We construct $P$ as follows:

$$
\begin{align*}
I^{\alpha} s_{i}(t) & =(-1)^{i}\left(\frac{1}{2}\right)^{i}(i-1)!\sum_{k=0}^{h\left(\frac{i}{2}\right)}\binom{i}{k}(-1)^{k} \frac{I^{\alpha} t^{i-2 k}}{(i-2 k-1)!} \\
& =(-1)^{i}\left(\frac{1}{2}\right)^{i}(i-1)!\sum_{k=0}^{h\left(\frac{i}{2}\right)} \frac{\binom{i}{k}(-1)^{k}}{(i-2 k-1)!} t^{i-2 k+\alpha} \frac{\Gamma(i-2 k+1)}{\Gamma(i-2 k+\alpha+1)} \tag{25}
\end{align*}
$$

Now we approximate $t^{i-2 k+\alpha}$ by $n+1$ terms of the Mott basis

$$
\begin{equation*}
t^{i-2 k+\alpha} \simeq \sum_{j=0}^{n} b_{j} s_{j}(t) \tag{26}
\end{equation*}
$$

where

$$
\begin{align*}
b_{j} & =Q_{j}^{-1} \int_{0}^{1} t^{i-2 k+\alpha} s_{j}(t) d t \\
& =(-1)^{j}\left(\frac{1}{2}\right)^{j}(j-1)!\sum_{L=0}^{h\left(\frac{j}{2}\right)} \frac{\binom{j}{L}(-1)^{L}}{(j-2 L-1)!} \times \frac{1}{i-2 k+\alpha+j-2 L+1} . \tag{27}
\end{align*}
$$

Therefore we have

$$
\begin{equation*}
I^{\alpha} s_{i}(t) \simeq \sum_{j=0}^{n} B_{i j} s_{j}(t) \tag{28}
\end{equation*}
$$

where

$$
\begin{align*}
B_{i j}= & (-1)^{i+j}\left(\frac{1}{2}\right)^{i+j}(i-1)!(j-1)! \\
& \sum_{k=0}^{h\left(\frac{i}{2}\right)} \sum_{L=0}^{h\left(\frac{j}{2}\right)}\binom{j}{L}\binom{i}{k}(-1)^{k+L} \frac{1}{(i-2 k-1)!(j-2 L-1)!} \\
& \times \frac{1}{i+j-2 L-2 k+\alpha+1} \tag{29}
\end{align*}
$$

and

$$
\begin{equation*}
Q_{j}=\left\langle s_{j}(t), s_{j}(t)\right\rangle=\int_{0}^{1} s_{j}(t) s_{j}(t)^{T} d t \tag{30}
\end{equation*}
$$

Finally, we obtain

$$
P=\left[\begin{array}{ccc}
B_{00} & \ldots & B_{0 n}  \tag{31}\\
\vdots & \ddots & \vdots \\
B_{n 0} & \ldots & B_{n n}
\end{array}\right]
$$

where $P$ is called the MPs operational matrix of fractional integration.

### 4.2 Mott operational matrix of the fractional derivative

In this section, we describe the MPs operational matrix of fractional derivative of the vector $\varphi_{n}(t)$. The operational matrix can be approximated as

$$
\begin{equation*}
{ }_{0}^{c} D_{t}^{\alpha} \varphi_{n}(t) \simeq T \varphi_{n}(t) \tag{32}
\end{equation*}
$$

where $T$ is the $(n+1) \times(n+1)$ operational matrix of the fractional derivative. We construct $T$ as follows:

$$
\begin{aligned}
{ }_{0}^{c} D_{t}^{\alpha} \varphi_{n}(t) & =\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} \frac{d^{n}}{d s^{n}} \varphi_{n}(s) d s \\
& =\frac{1}{\Gamma(n-\alpha)} t^{n-\alpha-1} * \varphi_{n}^{(n)}(t)
\end{aligned}
$$

where $*$ denotes the convolution product and

$$
\varphi_{n}^{(n)}(t)=D^{n} \varphi_{n}(t)
$$

Therefore we have

$$
\begin{aligned}
D^{\alpha} \varphi_{n}(t) & =\frac{1}{\Gamma(n-\alpha)} t^{n-\alpha-1} * D^{n} \varphi_{n}(t) \\
& =\frac{D^{n}}{\Gamma(n-\alpha)} t^{n-\alpha-1} * \varphi_{n}(t)=\frac{D^{n}}{\Gamma(n-\alpha)} t^{n-\alpha-1} * A T_{n}(t) \\
& =\frac{A D^{n}}{\Gamma(n-\alpha)} t^{n-\alpha-1} *\left[1, t, \ldots, t^{n}\right] \\
& =\frac{A D^{n}}{\Gamma(n-\alpha)}\left[t^{n-\alpha-1} * 1, t^{n-\alpha-1} * t, \ldots, t^{n-\alpha-1} * t^{n}\right] \\
& =A D^{n}\left[D^{\alpha} 1, D^{\alpha} t, \ldots, D^{\alpha} t^{n}\right] \\
& =A D^{n}\left[\frac{0!}{\Gamma(1-\alpha)} t^{-\alpha}, \frac{1!}{\Gamma(2-\alpha)} t^{1-\alpha}, \ldots, \frac{n!}{\Gamma(n-\alpha+1)} t^{n-\alpha}\right] \\
& =A K D^{n} \bar{T}_{n}
\end{aligned}
$$

where $K$ is an $(n+1) \times(n+1)$ matrix where the entries are given by

$$
K_{i, j}=\left\{\begin{array}{ll}
\frac{i!}{\Gamma(i+1-\alpha)}, & i=j, \\
0, & i \neq j
\end{array} \quad i, j=0,1, \ldots, n\right.
$$

and

$$
\bar{T}_{n}=\left[t^{-\alpha}, t^{1-\alpha}, \ldots, t^{n-\alpha}\right]^{T} .
$$

Now we approximate $t^{n-\alpha}$ by $n+1$ terms of the Mott basis

$$
t^{n-\alpha} \simeq E^{T} \varphi_{n}(t)
$$

where

$$
\begin{aligned}
E & =Q^{-1} \int_{0}^{1} t^{n-\alpha} \varphi_{n}(t) d t=Q^{-1} \int_{0}^{1} t^{n-\alpha} A T_{n}(t) d t \\
& =Q^{-1} A \int_{0}^{1} t^{n-\alpha}\left[1, t, \ldots, t^{n}\right] d t \\
& =Q^{-1} A\left[\frac{1}{n-\alpha+1}, \frac{1}{n-\alpha+2}, \ldots, \frac{1}{n-\alpha+n}\right]^{T}
\end{aligned}
$$

and

$$
\begin{aligned}
Q & =\left\langle\varphi_{n}, \varphi\right\rangle=\int_{0}^{1} \varphi_{n}(t) \varphi_{n}(t)^{T} d t \\
& =\int_{0}^{1} A T_{n}(t) T_{n}(t)^{T} A^{T} d t=A \int_{0}^{1} T_{n}(t) T_{n} d t A^{T}=A H A^{T},
\end{aligned}
$$

where $H$ is the well-known Hilbert matrix

$$
H=\left[\begin{array}{ccccc}
1 & \frac{1}{2} & \frac{1}{3} & \cdots & \frac{1}{n+1} \\
\frac{1}{2} & \frac{1}{3} & \frac{1}{4} & \cdots & \frac{1}{n+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{1}{n+1} & \frac{1}{n+2} & \frac{1}{n+1} & \cdots & \frac{1}{2 n+1}
\end{array}\right]
$$

Finally, we obtain

$$
{ }_{0}^{c} D_{t}^{\alpha} \varphi_{n}(t) \simeq T \varphi_{n}(t)
$$

where

$$
\begin{equation*}
T=A K D^{n} E \tag{33}
\end{equation*}
$$

Moreover, $T$ is called the MPs operational matrix of fractional derivative.

### 4.3 The operational matrix of multiplication

The following property of the product of two Mott function vectors will be also used:

$$
\begin{equation*}
C^{T} \varphi_{n}(t) \varphi_{n}(t)^{T} \simeq \varphi_{n}(t)^{T} \tilde{C}^{T} \tag{34}
\end{equation*}
$$

where $\tilde{C}$ is the $(n+1) \times(n+1)$ multiplication operational matrix. To illustrate the calculation procedure, we let

$$
C^{T} \varphi_{n}(t) \varphi_{n}(t)^{T}=\left[c_{0}(t), c_{1}(t), \ldots, c_{n}(t)\right]
$$

Now we approximate $C^{T} \varphi_{n}(t) \varphi_{n}(t)^{T}$ as follows:

$$
\begin{equation*}
c_{i}(t) \simeq \sum_{j=0}^{n} \tilde{c}_{i j} s_{j}(t)=\tilde{C}_{i}^{T} \varphi_{n}(t) \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{C}_{i}=\left[\tilde{c}_{i 0}, \tilde{c}_{i 1}, \ldots, \tilde{c}_{i n}\right]^{T} \tag{36}
\end{equation*}
$$

Using (21), we obtain

$$
\begin{equation*}
c_{i}^{k}=\left\langle\sum_{j=0}^{n} \tilde{c}_{i j} s_{j}(t), s_{k}(t)\right\rangle=\sum_{j=0}^{n} \tilde{c}_{i j} d_{j k}(t), \quad j, k=0, \ldots, n \tag{37}
\end{equation*}
$$

where $c_{i}^{k}=\left\langle c_{i}(t), s_{k}(t)\right\rangle$ and

$$
\begin{equation*}
d_{j k}=\left\langle s_{j}(t), s_{k}(t)\right\rangle \tag{38}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
C_{i}^{T}=\tilde{C}_{i}^{T} D \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{i}=\left[c_{i}^{0}, c_{i}^{1}, \ldots, c_{i}^{n}\right]^{T} \tag{40}
\end{equation*}
$$

where $D=\left[d_{j k}\right]$ is a matrix of order $(n+1) \times(n+1)$ given by (38). Also, $\tilde{C}_{i}^{T}$ in (39) is given by

$$
\begin{equation*}
\tilde{C}_{i}^{T}=C_{i}^{T} D^{-1} . \tag{41}
\end{equation*}
$$

Hence, we get the operational matrix of multiplication as

$$
\begin{equation*}
\tilde{C}_{0}=\left[\tilde{c}_{i j}\right]_{0 \leq i, j \leq n} . \tag{42}
\end{equation*}
$$

## 5 MPs for solving multi-dimensional FOCPs

Using Theorem 1, we can approximate the state functions $x_{i}(t)$ and the control functions $u_{j}(t)$ as

$$
\begin{array}{ll}
x_{i}(t) \approx C_{i}^{T} \varphi_{n}(t), & i=1, \ldots, n \\
u_{j}(t) \approx B_{j}^{T} \varphi_{n}(t), & j=1, \ldots, k \tag{44}
\end{array}
$$

where $C_{i}, B_{j} \in R^{(m \times 1) \times 1}$. By using (32) and (43), we can write

$$
D^{\alpha} x_{i}(t) \approx C_{i}^{T} D_{\alpha} \varphi_{n}(t), \quad i=1, \ldots, n
$$

As a result, problem (1)-(4) reduces to

$$
\text { Minimize } \int_{0}^{1} f\left(t, C_{1}^{T} \varphi_{n}(t), \ldots, C_{n}^{T} \varphi_{n}(t), B_{1}^{T} \varphi_{n}(t), \ldots, B_{k}^{T} \varphi_{n}(t)\right) d t
$$

subject to

$$
C_{i}^{T} T \varphi_{n}(t)=g_{i}\left(t, C_{1}^{T} \varphi_{n}(t), \ldots, C_{n}^{T} \varphi_{n}(t), B_{1}^{T} \varphi_{n}(t), \ldots, B_{k}^{T} \varphi_{n}(t)\right)
$$

with the initial conditions

$$
\begin{equation*}
C_{i}^{T} \varphi_{n}(0)=x_{0, i}, \quad i=1, \ldots, n \tag{45}
\end{equation*}
$$

Since functions $f, g_{i}$ are polynomials, we get the following approximations:

$$
\begin{align*}
\int_{0}^{1} f(t, X(t), U(t)) d t & \approx F\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}\right),  \tag{46}\\
g_{i}(t, X(t), U(t)) & \approx G_{i}\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}\right) \varphi_{n}(t), \quad i=1, \ldots, n \tag{47}
\end{align*}
$$

where $F, G_{i}: R^{(m+1) \times n} \times R^{(m+1) \times k} \rightarrow R^{1 \times(m+1)}$. For each $i=1, \ldots, n$, we can generate algebraic equations from (47) as follows:

$$
\begin{aligned}
\tilde{G}_{i, j}=\int_{0}^{1}\left(C_{i}^{T} T-G_{i}\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}\right) \varphi_{n}(t) B_{j n}(t)\right) d t & =0 \\
j & =0, \ldots, n-1
\end{aligned}
$$

and from (45), we set $\tilde{G}_{i, n}=C_{i}^{T} \varphi_{n}(0)-x_{0, i}$.
Finally, the FOCP (1)-(4) has been reduced to a parameter optimization problem, which can be stated as follows:

Find $C_{i}$ and $B_{j}$ that

$$
\begin{gathered}
\text { Min } \quad F\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}\right) \\
\text { s.t. } \quad \tilde{G}_{i, j}\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}\right)=0 \\
\\
i=1, \ldots, n, j=0, \ldots, k
\end{gathered}
$$

We define the Lagrange function for the above problem as

$$
\begin{aligned}
& L\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}, \tilde{\lambda}_{1}, \ldots, \tilde{\lambda}_{n}\right) \\
& =F\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}\right)+\sum_{i=1}^{n} \sum_{j=0}^{k} \tilde{\lambda}_{i, j} \tilde{G}_{i, j}\left(C_{1}, \ldots, C_{n}, B_{1}, \ldots, B_{k}\right),
\end{aligned}
$$

and consider the necessary conditions for the extremum and obtain the corresponding system of algebraic equations

$$
\begin{aligned}
\frac{\partial L}{\partial C_{i}}=0, & \frac{\partial L}{\partial \tilde{\lambda}_{i}}=0, \quad i=1, \ldots, n \\
\frac{\partial L}{\partial B_{j}}=0, & j=1, \ldots, k
\end{aligned}
$$

These equations can be solved for $C_{i}, B_{j}$, and $\tilde{\lambda}_{i}$ by Newton's iterative method. Then, we get the approximate value of the state functions $x_{i}(t)$ and the control functions $u_{j}(t)$ from (43) and (44), respectively.

## 6 Error estimation and convergence analysis

In the following theorem, the error estimation for the approximated functions will be expressed in terms of Gram determinant. For any given elements $x_{1}, x_{2}, \ldots, x_{n}$ in a Hilbert space $H$, the Gram determinant of these elements is defined as follows [20]:

$$
G\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left|\begin{array}{cccc}
\left\langle x_{1}, x_{1}\right\rangle & \left\langle x_{1}, x_{2}\right\rangle & \ldots & \left\langle x_{1}, x_{n}\right\rangle  \tag{48}\\
\left\langle x_{2}, x_{1}\right\rangle & \left\langle x_{2}, x_{2}\right\rangle & \ldots & \left\langle x_{2}, x_{n}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle x_{n}, x_{1}\right\rangle & \left\langle x_{n}, x_{2}\right\rangle & \ldots & \left\langle x_{n}, x_{n}\right\rangle
\end{array}\right| .
$$

Theorem 2. Suppose that $H$ is a Hilbert space and that $Y$ is a closed subspace of $H$ such that $\operatorname{dim} Y<\infty$ and $y_{1}, y_{2}, \ldots, y_{n}$ is any basis for $Y$. Let $x$ be an arbitrary element in $H$ and let $y_{0}$ be the unique best approximation to $x$ out of $Y$. Then from [20]

$$
\begin{equation*}
\left\|x-y_{0}\right\|_{2}^{2}=\frac{G\left(x, y_{1}, y_{2}, \ldots, y_{n}\right)}{G\left(y_{1}, y_{2}, \ldots, y_{n}\right)} \tag{49}
\end{equation*}
$$

where

$$
G\left(x, y_{1}, y_{2}, \ldots, y_{n}\right)=\left|\begin{array}{cccc}
\langle x, x\rangle & \left\langle x, y_{1}\right\rangle & \ldots & \left\langle x, y_{n}\right\rangle  \tag{50}\\
\left\langle y_{1}, x\right\rangle & \left\langle y_{1}, y_{1}\right\rangle & \ldots & \left\langle y_{1}, y_{n}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle y_{n}, x\right\rangle & \left\langle y_{n}, y_{1}\right\rangle & \ldots & \left\langle y_{n}, y_{n}\right\rangle
\end{array}\right| .
$$

The following theorems illustrate that by increasing the number of MPs the error tends to zero.

Theorem 3. Let $f$ be an arbitrary element in $H$. Then the function $f$ has the best unique approximation on $Y$ like $f_{n} \in Y$; that is,

$$
\begin{equation*}
\text { there exists } f_{n} \in Y \text { s.t. for all } y \in Y:\left\|f-f_{n}\right\|_{2} \leq\|f-y\|_{2} \tag{51}
\end{equation*}
$$

where $\|f\|_{2}=\sqrt{\langle f, f\rangle}$ and $\langle\cdot, \cdot\rangle$ denotes the inner product. Since $f_{n} \in Y$, therefore $f_{n}$ is a linear combination of the spanning basis of $Y$; that is, there are $n+1$ coefficients

$$
\begin{equation*}
C=\left[c_{0}, c_{1}, \ldots, c_{n}\right] \in R \tag{52}
\end{equation*}
$$

such that

$$
\begin{equation*}
f(t) \simeq f_{n}(t)=\sum_{j=0}^{n} c_{j} s_{j}(t)=C^{T} \varphi_{n}(t) \tag{53}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|f-f_{n}\right\|_{2} \rightarrow \min \tag{54}
\end{equation*}
$$

Then $C$ can be obtained by

$$
\begin{equation*}
C=Q^{-1}\left\langle f(t), \varphi_{n}(t)\right\rangle \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=\left\langle\varphi_{n}(t), \varphi_{n}(t)\right\rangle=\int_{0}^{1} \varphi_{n}(t) \varphi_{n}(t)^{T} d t \tag{56}
\end{equation*}
$$

Theorem 4. Suppose that $f(t) \in L^{2}[0,1]$ is approximated by $f_{n}(t)$ as

$$
\begin{equation*}
f_{n}(t)=\sum_{i=0}^{n} c_{i} \beta_{i}(t)=C^{T} \varphi_{n}(t) \tag{57}
\end{equation*}
$$

where $C$ and $\varphi_{n}(t)$ are defined respectively in (55) and (16). Then

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|f(t)-f_{n}(t)\right\|_{L^{2}[0,1]}=0 \tag{58}
\end{equation*}
$$

The error vector $e I^{\alpha}$ of the operational matrix is given by

$$
\begin{equation*}
e I^{\alpha}=\left[e I_{0}^{\alpha}, e I_{1}^{\alpha}, \ldots, e I_{n}^{\alpha}\right]^{T}=P \varphi_{n}(t)-I^{\alpha} \varphi_{n}(t) \tag{59}
\end{equation*}
$$

From (49) and Theorem 2, we have

$$
\begin{equation*}
\left\|t^{i-2 k+\alpha}-\sum_{j=0}^{n} b_{j} s_{j}\right\|_{2}=\left(\frac{G\left(t^{i-2 k+\alpha}, s_{i}(t), s_{1}(t), \ldots, s_{n}(t)\right)}{G\left(s_{0}(t), s_{1}(t), \ldots, s_{n}(t)\right)}\right) \tag{60}
\end{equation*}
$$

Hence, according to (59) and (28), we have

$$
\begin{aligned}
\left\|e I_{i}^{\alpha}\right\|_{2}= & \left|I^{\alpha} s_{i}(t)-\sum_{j=0}^{n} B_{i j} s_{j}(t)\right|_{2} \\
\leq & {\left[\left(-\frac{1}{2}\right)^{i+j}(i-1)!(j-1)!\right] } \\
& \times \sum_{k=0}^{h\left(\frac{i}{2}\right)} \sum_{L=0}^{h\left(\frac{j}{2}\right)}\binom{j}{L}\binom{i}{k}(-1)^{k+L} \frac{1}{(i-2 k-1)!(j-2 L-1)!} \\
& \times \frac{1}{i+j-2 L-2 k+\alpha+1}\left|t^{i-2 k+\alpha}-\sum_{j=0}^{n} b_{j} s_{j}\right|_{2}
\end{aligned}
$$

$$
\begin{align*}
\leq & {\left[\left(-\frac{1}{2}\right)^{i+j}(i-1)!(j-1)!\right] } \\
& \times \sum_{k=0}^{h\left(\frac{i}{2}\right)} \sum_{L=0}^{h\left(\frac{j}{2}\right)}\binom{j}{L}\binom{i}{k}(-1)^{k+L} \frac{1}{(i-2 k-1)!(j-2 L-1)!} \\
& \times \frac{1}{i+j-2 L-2 k+\alpha+1} \\
& \times\left(\frac{G\left(t^{i-2 k+\alpha}, s_{0}(t), s_{1}(t), \ldots, s_{n}(t)\right)}{G\left(s_{0}(t), s_{1}(t), \ldots, s_{n}(t)\right)}\right)^{\frac{1}{2}} \tag{61}
\end{align*}
$$

By considering Theorem 4 and using (61), one can conclude that by increasing the number of the Mott bases the vector $e I^{\alpha}$ tends to zero.

## 7 Numerical examples

To demonstrate the applicability of the numerical scheme, we apply the present method for the following illustrative examples.

Example 1. [16] Consider the following two-dimensional FOCP:

$$
\begin{array}{cl}
\text { Min } & J[u, x]=\frac{1}{2} \int_{0}^{1}\left(x^{2}(t)+u^{2}(t)\right) d t \\
\text { s.t. } & D^{\alpha} x(t)=-x(t)+u(t) \\
& x(0)=1
\end{array}
$$

Our aim is to find the pair $(x(t), u(t))$, which minimizes the performance index $J$. The exact optimal solution of this problem for $\alpha=1$ is as follows:

$$
\begin{aligned}
x(t) & =\cosh (\sqrt{2} t)+\beta \sinh (\sqrt{2} t) \\
u(t) & =(1+\sqrt{2} \beta) \cosh (\sqrt{2} t)+(\sqrt{2}+\beta) \sinh (\sqrt{2} t) \\
\beta & =-\frac{\cosh (\sqrt{2})+\sqrt{2} \sinh (\sqrt{2})}{\sqrt{2} \cosh (\sqrt{2})+\sinh (\sqrt{2})} .
\end{aligned}
$$

In Tables 1 and 2, the absolute errors of our proposed method and the method presented in [16] for $\alpha=1$ are given. We see that the absolute errors of our approach are less than that of the method presented in [16]. Moreover, in Table 3, we show the comparison of the approximate optimal value of objective functional for $\alpha=1$. It can be seen that the approximate value $J$ tends to $J^{*}=0.1929092980931791356$.

Table 1: Comparison of the absolute errors of approximate optimal state for Example 1

| t | Present Method | Method in [16] |
| :---: | :---: | :--- |
|  |  |  |
| 0.1 | $6.23 \mathrm{e}-9$ | $2.11 \mathrm{e}-5$ |
| 0.2 | $4.60 \mathrm{e}-10$ | $9.71 \mathrm{e}-6$ |
| 0.3 | $8.94 \mathrm{e}-9$ | $4.08 \mathrm{e}-7$ |
| 0.4 | $1.01 \mathrm{e}-9$ | $5.76 \mathrm{e}-7$ |
| 0.5 | $9.33 \mathrm{e}-9$ | $5.66 \mathrm{e}-6$ |
| 0.6 | $3.89 \mathrm{e}-10$ | $9.25 \mathrm{e}-6$ |
| 0.7 | $8.67 \mathrm{e}-9$ | $8.35 \mathrm{e}-6$ |
| 0.8 | $9.96 \mathrm{e}-10$ | $4.34 \mathrm{e}-6$ |
| 0.9 | $5.83 \mathrm{e}-9$ | $2.59-6$ |

Table 2: Comparison of the absolute errors of approximate optimal control for Example 1

| t | Present Method | Method in [16] |
| :---: | :---: | :---: |
|  |  |  |
| 0.1 | $1.1 \mathrm{e}-7$ | $6.74 \mathrm{e}-6$ |
| 0.2 | $1.57 \mathrm{e}-7$ | $3.17 \mathrm{e}-6$ |
| 0.3 | $3.49 \mathrm{e}-9$ | $5.92 \mathrm{e}-7$ |
| 0.4 | $1.41 \mathrm{e}-7$ | $7.10 \mathrm{e}-7$ |
| 0.5 | $3.84 \mathrm{e}-9$ | $2.01 \mathrm{e}-6$ |
| 0.6 | $1.38 \mathrm{e}-7$ | $2.71 \mathrm{e}-6$ |
| 0.7 | $9.80 \mathrm{e}-9$ | $2.11 \mathrm{e}-6$ |
| 0.8 | $1.50 \mathrm{e}-7$ | $8.59 \mathrm{e}-7$ |
| 0.9 | $1.08 \mathrm{e}-7$ | $8.93-8$ |

Table 3: Comparison of the approximate optimal value of $J$ for Example 1

| n | Present Method |  | Method in $[16]$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | J | error of $J$ |  | $\mathrm{~J}[16]$ | error of $J[16]$ |
|  | 0.1929092980931 |  | $7.6 \mathrm{e}-15$ |  |  |
| 8 | 0.1929092980931 | $7.6 \mathrm{e}-15$ |  | 0.192909308499 | $1.04 \mathrm{e}-8$ |
| 9 | 0.1929092980931 | $4.5 \mathrm{e}-18$ | 0.192909298458 | $3.64 \mathrm{e}-10$ |  |

Example 2. [13] Consider the following two-dimensional FOCP:

$$
\begin{array}{ll}
\text { Min } & J[u, x]=\frac{1}{2} \int_{0}^{1}\left(x_{1}^{2}(t)+x_{2}^{2}+u^{2}(t)\right) d t \\
\text { s.t. } & \mathrm{D}^{\alpha} x_{1}(t)=-x_{1}(t)+x_{2}(t)+u(t) \\
& \mathrm{D}^{\alpha} x_{2}(t)=-2 x_{2}(t) \\
& x_{1}(0)=x_{2}(0)=1
\end{array}
$$

At $\alpha=1$, the exact solutions are

$$
\begin{aligned}
x_{1}(t) & =0.018352 e^{\sqrt{2} t}+2.48165 e^{-\sqrt{2} t}-\frac{3 e^{-2 t}}{2} \\
x_{2}(t) & =e^{-2 t} \\
u(t) & =0.044305 e^{\sqrt{2} t}-1.0279322 e^{-\sqrt{2} t}+\frac{e^{-2 t}}{2}
\end{aligned}
$$

In Tables $4-6$, the absolute errors when $\alpha=1$ and $n=3,4,6$ are demonstrated, and in Figure 1 (a-c), the results for $\alpha=0.9$ and $n=3,4,6$ are plotted. In Table 7, the comparison of our numerical results for the minimum values of $J$ with different values of $\alpha$ at $n=6,7,8$ with the results obtained in [24] is tabulated. In Figure 2 (a-c), we show that when $\alpha$ tends to 1, the approximate solutions tend to the exact solutions. In [13], a reasonable result was achieved with a large number of approximations $(n=64,128)$, while in the present work, we achieve a satisfactory result with at most six elements of the Mott basis, which demonstrates the efficiency of the new method even when the number of approximations is not so great.

Table 4: Absolute errors of $x_{1}(t)$ for $\alpha=1$ at various choices of $n$ for Example 2

|  |  | $n$ |  |
| :--- | :---: | :---: | :---: |
| $t$ | 3 | 4 | 6 |
| 0.1 | $6.2546 \times 10^{-4}$ | $7.4441 \times 10^{-4}$ | $1.5002 \times 10^{-5}$ |
| 0.2 | $4.5464 \times 10^{-3}$ | $9.0972 \times 10^{-4}$ | $8.3446 \times 10^{-6}$ |
| 0.3 | $3.9041 \times 10^{-3}$ | $1.4174 \times 10^{-5}$ | $1.0492 \times 10^{-5}$ |
| 0.4 | $1.1462 \times 10^{-3}$ | $7.5444 \times 10^{-4}$ | $5.1504 \times 10^{-6}$ |
| 0.5 | $1.9425 \times 10^{-3}$ | $8.7140 \times 10^{-4}$ | $1.2149 \times 10^{-5}$ |
| 0.6 | $4.0841 \times 10^{-3}$ | $3.1893 \times 10^{-4}$ | $1.0835 \times 10^{-6}$ |
| 0.7 | $4.3836 \times 10^{-3}$ | $5.3794 \times 10^{-4}$ | $1.2403 \times 10^{-5}$ |
| 0.8 | $2.2303 \times 10^{-3}$ | $1.0500 \times 10^{-3}$ | $5.0792 \times 10^{-6}$ |
| 0.9 | $2.7809 \times 10^{-3}$ | $3.6221 \times 10^{-4}$ | $1.6075 \times 10^{-5}$ |

Table 5: Absolute errors of $x_{2}(t)$ for $\alpha=1$ at various choices of $n$ for Example 2

|  |  | $n$ |  |
| :--- | :---: | :---: | :---: |
| $t$ | 3 | 4 | 6 |
| 0.1 | $1.8817 \times 10^{-4}$ | $1.0437 \times 10^{-3}$ | $1.3953 \times 10^{-5}$ |
| 0.2 | $1.0761 \times 10^{-2}$ | $1.4093 \times 10^{-3}$ | $7.5730 \times 10^{-6}$ |
| 0.3 | $1.0648 \times 10^{-2}$ | $1.3573 \times 10^{-4}$ | $9.8425 \times 10^{-6}$ |
| 0.4 | $4.7251 \times 10^{-3}$ | $1.0583 \times 10^{-3}$ | $4.5687 \times 10^{-6}$ |
| 0.5 | $3.0146 \times 10^{-3}$ | $1.3381 \times 10^{-3}$ | $1.1291 \times 10^{-5}$ |
| 0.6 | $9.3023 \times 10^{-3}$ | $5.9271 \times 10^{-4}$ | $1.2293 \times 10^{-6}$ |
| 0.7 | $1.1462 \times 10^{-2}$ | $6.9627 \times 10^{-4}$ | $1.1414 \times 10^{-5}$ |
| 0.8 | $7.3019 \times 10^{-3}$ | $1.5621 \times 10^{-3}$ | $4.8958 \times 10^{-6}$ |
| 0.9 | $4.9714 \times 10^{-3}$ | $6.4096 \times 10^{-4}$ | $1.4835 \times 10^{-5}$ |

Table 6: Absolute errors of $u(t)$ for $\alpha=1$ at various choices of $n$ for Example 2

|  |  | $n$ |  |
| :--- | :---: | :--- | :---: |
| $t$ | 3 | 4 | 6 |
| 0.1 | $6.6070 \times 10^{-4}$ | $2.3079 \times 10^{-4}$ | $5.0375 \times 10^{-6}$ |
| 0.2 | $1.7968 \times 10^{-4}$ | $3.1360 \times 10^{-4}$ | $2.7248 \times 10^{-6}$ |
| 0.3 | $7.8105 \times 10^{-4}$ | $3.1989 \times 10^{-5}$ | $3.5467 \times 10^{-6}$ |
| 0.4 | $9.3073 \times 10^{-4}$ | $2.3164 \times 10^{-4}$ | $1.6400 \times 10^{-6}$ |
| 0.5 | $6.1527 \times 10^{-4}$ | $2.9416 \times 10^{-4}$ | $4.0622 \times 10^{-6}$ |
| 0.6 | $1.9916 \times 10^{-5}$ | $1.3128 \times 10^{-4}$ | $4.4423 \times 10^{-7}$ |
| 0.7 | $7.0047 \times 10^{-4}$ | $1.5236 \times 10^{-4}$ | $4.1084 \times 10^{-6}$ |
| 0.8 | $1.0445 \times 10^{-3}$ | $3.4459 \times 10^{-4}$ | $1.7637 \times 10^{-6}$ |
| 0.9 | $5.7713 \times 10^{-4}$ | $1.4011 \times 10^{-4}$ | $5.3528 \times 10^{-6}$ |

Table 7: Values of $J$ when $\alpha$ approaches to 1, for Example 2

|  | PresentMethod |  |  |  | Method of $[29]$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | $n=6$ | $n=7$ | $n=8$ |  | $n=6$ | $n=7$ | $n=8$ |
| 0.6 | 0.32909 | 0.32909 | 0.32910 |  |  |  |  |
| 0.7 | 0.35162 | 0.35162 | 0.35162 |  |  |  |  |
| 0.8 | 0.37627 | 0.37627 | 0.37627 |  | 0.37833 | 0.37756 | 0.37717 |
| 0.9 | 0.40308 | 0.40308 | 0.40308 |  | 0.40398 | 0.40366 | 0.40346 |
| 0.99 | 0.42900 | 0.42900 | 0.42900 |  | 0.42909 | 0.42905 | 0.42904 |
| 0.9999 | 0.43195 | 0.43195 | 0.43195 |  | 0.43196 | 0.43196 | 0.43196 |
| 1 | 0.43198 | 0.43198 | 0.43198 |  | 0.43199 | 0.43198 | 0.43198 |

Example 3. [1, 5, 22] Consider the following FOCP:

$$
\begin{aligned}
& \operatorname{Min} \quad J[u, x]=\frac{1}{2} \int_{0}^{1}\left(x^{2}(t)+u^{2}(t)\right) d t \\
& \\
& \text { s.t. } \quad \mathrm{D}^{\alpha} x(t)=t x(t)+u(t), \quad 0 \leq \alpha \leq 1 \\
& \\
& x(0)=1
\end{aligned}
$$

This problem has the exact solution $J=0.4842676962287272$. In Figure 3 (a,b), the obtained results of the variables $x(t)$ and $u(t)$ are plotted for different values of $\alpha$. In Figure $4(\mathrm{a}, \mathrm{b})$, the comparison between the exact solutions and the proposed method is plotted for $n=8$ and $\alpha=1$. In Table 8, the comparison of our numerical results for the minimum values of $J$ for $\alpha=1,0.99$ at $n=5$ with the results obtained in [18,24] is tabulated. Obviously, our estimated results are in good agreement with them.


Figure 1: The behavior of the approximate solutions of Example 2 for $n=3,4,6$ and $\alpha=0.9$, with exact solution. $(a) x_{1}(t),(b) x_{2}(t),(c) u(t)$.

(c)

Figure 2: The behavior of the approximate solutions of Example 2 for $n=6$ and $\alpha=0.9,0.99,1$. (a) $x_{1}(t),(b) x_{2}(t),(c) u(t)$.

Table 8: The estimated values of $J$ for different values of $\alpha$ and $n=5$ for Example 3

| $\alpha$ | Present Method | Method of [24] | Method of [18] |
| :---: | :---: | :---: | :---: |
| 1 | 0.484267 | 0.484268 | 0.484268 |
| 0.99 | 0.483461 | 0.483468 | 0.483463 |
| 0.9 | 0.475874 | 0.476067 | 0.475883 |



Figure 3: The behavior of the approximate solutions of Example 3 for $n=8$ and $\alpha=0.75,0.85,0.95,1$, with exact solution. (a) $x(t),(b) u(t)$.


Figure 4: Comparison between the exact solutions and the proposed method of Example 3 for $n=8$ and $\alpha=1$. (a) $x(t)$, (b)u(t).

Example 4. [30] In this example, the vibration of a spring-mass-damper system subjected to an external force is considered. In particular, the response to harmonic excitations, impulses, and step forcing functions is examined. In many environments, rotating machinery, motors, and so on cause periodic motions of structures to induce vibrations into other mechanical devices and structures nearby. On summing the forces, the equation for the forced vibration of the system in Figure 5 is obtained. It is common to approximate the driving forces $F(t)$

$$
m \ddot{x}(t)+c \dot{x}(t)+k x(t)=F(t)
$$

where $m, c$, and $k$ are fixed numbers. Also $F(t)$ represents the control force derived from the action of an actuator force represented by $F(t)=b u(t)$, where $b$ is a fixed number. The linear regulator problem has a specific application in the vibration suppression, and the performance index for this problem is defined as


Figure 5: (a) Schematic of the forced mass-damper system assuming no friction on the surface and (b) free body diagram of the system of part (a) for Example 4

$$
J=\frac{1}{2} \int_{t_{0}}^{t_{f}}\left(x^{2}(t)+a u^{2}(t)\right) d t
$$

where $t_{0}$ and $t_{f}$ are initial and final times, respectively. We introduce the usual state variable notation

$$
\left\{\begin{array}{l}
x_{1}=x \\
x_{2}={ }_{0}^{c} D_{t}^{\alpha} x(t)
\end{array}\right.
$$

Then, the equation of motion in a order can be written as

$$
\left\{\begin{aligned}
{ }_{0}^{c} D_{t}^{\alpha} x_{1}(t) & =x_{2}, \\
{ }_{0}^{c} D_{t}^{\alpha} x_{2}(t) & =-\frac{k}{m} x_{1}-\frac{c}{m} x_{2}+\frac{b}{m} u .
\end{aligned}\right.
$$

By selecting $t_{0}=0, t_{f}=1, c=2$, and $m=a=b=k=1$, the boundary conditions for this example are considered as

$$
\left\{\begin{array}{l}
x(0)={ }_{0}^{c} D_{t}^{\alpha} x(t)(0), \\
x(1)={ }_{0}^{c} D_{t}^{\alpha} x(t)(1),
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
x_{1}(0)=x_{2}(0)=1 \\
x_{1}(1)=x_{2}(1)=0
\end{array}\right.
$$

For $\alpha=1$, we obtain the following exact solutions:

$$
\begin{aligned}
x_{1 e}(t)= & {\left[\frac{1393}{95} e^{-\frac{167}{152} t}+\frac{676}{219} e^{\frac{167}{152} t}\right]\left(\sin \frac{76}{167} t\right) } \\
& +\left[\frac{1574}{423} e^{-\frac{167}{152} t}-\frac{1151}{423} e^{\frac{167}{152} t}\right]\left(\cos \frac{76}{167} t\right), \\
x_{2 e}(t)= & {\left[\frac{2838}{613} e^{\frac{167}{152} t}-\frac{12872}{723} e^{-\frac{167}{152} t}\right]\left(\sin \frac{76}{167} t\right) } \\
& +\left[\frac{1021}{395} e^{-\frac{167}{152} t}-\frac{626}{395} e^{\frac{167}{152} t}\right]\left(\cos \frac{76}{167} t\right) \\
u_{e}(t)= & {\left[\frac{16157}{890} e^{\frac{167}{152} t}-\frac{1134}{443} e^{-\frac{167}{152} t}\right]\left(\sin \frac{76}{167} t\right) } \\
& -\left[\frac{2547}{461} e^{\frac{167}{152} t}+\frac{2591}{1263} e^{-\frac{167}{152} t}\right]\left(\cos \frac{76}{167} t\right),
\end{aligned}
$$

and $J_{e}=13.00484741498823$, where $x_{1 e}(t)=x(t)$. In Table 9 , the results of $J$ for different values of $\alpha$ and $n$ are listed. It is seen that with the increase in the number of the Mott basis, the approximate value of $J$ converges to the exact solution. Also Tables $10-12$ demonstrate the approximation of $x_{1}(t), x_{2}(t)$, and $u(t)$ for different values of $n$ with $\alpha=1$. Figure 6 (a-d) illustrates the behavior of state variables $x_{1}(t), x_{2}(t)$, control variable $u(t)$ and performance index $J$, respectively, for $n=7$ and for different values of $\alpha$ with the exact solutions. Table 13 demonstrates the approximation of $J$, for $n=8$ and different values of $\alpha$. Also in Table 14, the absolute errors of $J, x_{1}(t), x_{2}(t)$, and $u(t)$ for Example 4 are calculated at various choices of $n$ and $\alpha=1$.

Table 9: Approximate solutions of $J$ for different values of $\alpha$ and $n$ for Example 4

|  | $\alpha$ |  |  |
| :--- | :---: | :---: | :---: |
| $n$ | 1 | 0.99 | 0.9 |
| 3 | $\mathbf{1 3 . 0 1 9 0 4 7 6 1 9 0 4 7 6 2}$ | 12.64481 | 10.53156 |
| 5 | $\mathbf{1 3 . 0 0 4 8 4 7 8 5 8 6 4 0 3}$ | 12.63842 | 10.20967 |
| 7 | $\mathbf{1 3 . 0 0 4 8 4 7 4 1 4 9 8 8 7 5}$ | 12.64919 | 10.21082 |
| 9 | $\mathbf{1 3 . 0 0 4 8 4 7 4 1 4 9 8 8 2 2}$ | 12.65424 | 10.22066 |
| 11 | $\mathbf{1 3 . 0 0 4 8 4 7 4 1 4 9 8 8 2 3}$ | 12.65699 | 10.22768 |
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Table 10: Absolute errors of $x_{1}(t)$ for $\alpha=1$ at various choices of $n$ for Example 4

|  |  | $n$ |  |
| :--- | :--- | :--- | :--- |
| $t$ | 5 | 7 | 0 |
| 0 | 0 | 0 | $3.8936 \times 10^{-9}$ |
| 0.1 | $8.0624 \times 10^{-6}$ | $3.8441 \times 10^{-9}$ | $2.3240 \times 10^{-13}$ |
| 0.2 | $8.9073 \times 10^{-6}$ | $5.1600 \times 10^{-9}$ | $5.0016 \times 10^{-13}$ |
| 0.3 | $1.5140 \times 10^{-6}$ | $2.6349 \times 10^{-9}$ | $8.2645 \times 10^{-13}$ |
| 0.4 | $1.1564 \times 10^{-5}$ | $7.1014 \times 10^{-9}$ | $3.1086 \times 10^{-15}$ |
| 0.5 | $1.2533 \times 10^{-5}$ | $1.6704 \times 10^{-9}$ | $8.1934 \times 10^{-13}$ |
| 0.6 | $4.7572 \times 10^{-6}$ | $5.2971 \times 10^{-9}$ | $4.8572 \times 10^{-13}$ |
| 0.7 | $4.5973 \times 10^{-6}$ | $3.1233 \times 10^{-9}$ | $1.9929 \times 10^{-13}$ |
| 0.8 | $7.9685 \times 10^{-6}$ | $2.7298 \times 10^{-9}$ | $3.1830 \times 10^{-13}$ |
| 0.9 | $3.9680 \times 10^{-6}$ | $1.2212 \times 10^{-15}$ | $4.4409 \times 10^{-16}$ |
| 1 | $1.3322 \times 10^{-15}$ |  |  |

Table 11: Absolute errors of $x_{2}(t)$ for $\alpha=1$ at various choices of $n$ for Example 4

|  |  | $n$ |  |
| :--- | :--- | :--- | :--- |
| $t$ | 5 | 7 | 11 |
|  | 0 | 0 | 0 |
| 0.1 | $7.8816 \times 10^{-5}$ | $2.6708 \times 10^{-8}$ | $1.0362 \times 10^{-11}$ |
| 0.2 | $6.2887 \times 10^{-5}$ | $6.7790 \times 10^{-8}$ | $1.4781 \times 10^{-11}$ |
| 0.3 | $1.2314 \times 10^{-4}$ | $4.6618 \times 10^{-8}$ | $1.1712 \times 10^{-11}$ |
| 0.4 | $6.2434 \times 10^{-5}$ | $8.3958 \times 10^{-8}$ | $5.3897 \times 10^{-12}$ |
| 0.5 | $4.2027 \times 10^{-5}$ | $7.2681 \times 10^{-9}$ | $1.6518 \times 10^{-11}$ |
| 0.6 | $1.003 \times 10^{-4}$ | $8.4910 \times 10^{-8}$ | $5.3266 \times 10^{-12}$ |
| 0.7 | $7.2908 \times 10^{-5}$ | $3.2740 \times 10^{-8}$ | $1.1480 \times 10^{-11}$ |
| 0.8 | $8.3314 \times 10^{-6}$ | $6.6651 \times 10^{-8}$ | $1.4331 \times 10^{-11}$ |
| 0.9 | $5.8537 \times 10^{-5}$ | $1.7511 \times 10^{-8}$ | $9.9403 \times 10^{-12}$ |
| 1 | $7.7715 \times 10^{-16}$ | $1.2212 \times 10^{-15}$ | $7.7716 \times 10^{-16}$ |

Table 12: Absolute errors of $u(t)$ for $\alpha=1$ at various choices of $n$ for Example 4

|  |  | $n$ |  |
| :--- | :--- | :--- | :--- |
| $t$ | 5 | 7 | 11 |
| 0 | $3.9149 \times 10^{-3}$ | $4.0395 \times 10^{-6}$ | $1.2538 \times 10^{-9}$ |
| 0.1 | $9.5758 \times 10^{-3}$ | $1.5795 \times 10^{-6}$ | $2.1342 \times 10^{-10}$ |
| 0.2 | $1.3556 \times 10^{-3}$ | $6.0445 \times 10^{-7}$ | $2.8410 \times 10^{-11}$ |
| 0.3 | $1.7251 \times 10^{-4}$ | $1.1567 \times 10^{-6}$ | $2.5282 \times 10^{-10}$ |
| 0.4 | $8.5641 \times 10^{-4}$ | $2.3114 \times 10^{-7}$ | $2.8751 \times 10^{-10}$ |
| 0.5 | $1.0077 \times 10^{-3}$ | $1.1500 \times 10^{-6}$ | $3.2260 \times 10^{-11}$ |
| 0.6 | $3.5723 \times 10^{-4}$ | $3.5077 \times 10^{-7}$ | $3.0539 \times 10^{-10}$ |
| 0.7 | $5.0337 \times 10^{-4}$ | $1.0067 \times 10^{-6}$ | $2.0282 \times 10^{-10}$ |
| 0.8 | $8.2804 \times 10^{-4}$ | $6.34 \times 10^{-7}$ | $8.3564 \times 10^{-11}$ |
| 0.9 | $1.5161 \times 10^{-4}$ | $1.3112 \times 10^{-6}$ | $2.4373 \times 10^{-10}$ |
| 1 | $1.1831 \times 10^{-3}$ | $3.307 \times 10^{-6}$ | $1.1912 \times 10^{-9}$ |

Table 13: Approximation values of $J$ for $n=8$ and different values of $\alpha$

|  | $\alpha=1$ |
| :--- | :---: |
| $n$ |  |
| 1 | 13.0048474149882341171307141824 |
| 0.99 | 12.6760650684143139654822185176 |
| 0.9 | 10.4169275460519897301958192214 |
| 0.8 | 9.00453016341074329962206657765 |
| 0.7 | 8.36343373321011771272579735086 |

Table 14: Absolute errors of $J, x_{1}, x_{2}, u$ for $\alpha=1$ and different values of $n$

|  | error |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $n$ | error of $J$ | error of $x_{1}$ | error of $x_{2}$ | error of $u$ |
| 11 | $7.6085 \times 10^{-16}$ | $4.846 \times 10^{-13}$ | $1.04 \times 10^{-11}$ | $2.792 \times 10^{-10}$ |
| 9 | $7.5908 \times 10^{-15}$ | $3.974 \times 10^{-12}$ | $7.744 \times 10^{-11}$ | $1.9 \times 10^{-9}$ |
| 8 | $3.8474 \times 10^{-15}$ | $2.729 \times 10^{-10}$ | $4.563 \times 10^{-9}$ | $9.6 \times 10^{-8}$ |
| 7 | $5.2381 \times 10^{-12}$ | $3.908 \times 10^{-9}$ | $5.603 \times 10^{-8}$ | $1.024 \times 10^{-6}$ |
| 5 | $4.4365 \times 10^{-7}$ | $7.474 \times 10^{-6}$ | $7.234 \times 10^{-5}$ | $9.419 \times 10^{-4}$ |



Figure 6: The behavior of the approximate solutions of Example 4 for $n=7$ and $\alpha=0.88,0.90,0.99,1$, with exact solution. (a) $x_{1}(t),(b) x_{2}(t),(c) u(t),(d) J$.

## 8 Conclusions

In this paper, a new numerical method has been derived to find the approximate solutions of the multi-dimensional FOCPs; this numerical method uses MPs. The Mott fractional integration matrix reduced the FOCP into an equivalent integral problem. By using the Mott fractional derivative and multiplication matrix, we can transform the equivalent functional integral equation problem into an algebraic system of equations, where this new problem is most easy to solve. Some examples are presented to demonstrate the validity and applicability of the new method. MATLAB (2018) is used for computations in this study.
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